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Abstract We introduce a novel concept called percep-
tually meaningful image editing and present techniques
for manipulating the apparent depth of objects and cre-
ating the illusion of motion in 2D images. Our techniques
combine principles of human visual perception with ap-
proaches developed by traditional artists. For our depth
manipulation technique, the user loads an image, selects
an object and specifies whether the object should appear
closer or further away. The system automatically deter-
mines luminance or color temperature target values for
the object and/or background that achieve the desired
depth change. Our approach for creating the illusion of
motion exploits the differences between our peripheral
vision and our foveal vision by introducing spatial im-
precision to the image.

1 Introduction

Traditional artists have developed numerous techniques
for creating interesting visual effects. Although much of
their work was done on flat, static surfaces, they were
still able to create a sense of depth and motion in their
paintings. Many of these artists had very little knowl-
edge of the inner workings of the human visual system.
Instead, they viewed the human visual system as a black
box and through experimentation they learned to exploit
its features. In a sense they have reverse engineered the
human visual system to learn what type of inputs elicit
certain responses in the brain.

Modern research from the fields of Biology, Physics,
Psychology, Physiology, and Neuroscience has given us
better insight into the functioning of the human visual
system. Although the visual system is far from being
fully understood, the knowledge we have gained, espe-
cially about the early stages of the visual pathway, is
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quite substantial. In fact, many of the visual effects cre-
ated by traditional artists can now be explained in terms
of the features of the human visual system. By tapping
into this wealth of knowledge, a new class of image edit-
ing techniques which are perceptually meaningful can be
developed. We define a perceptually meaningful editing
technique as one designed to explicitly trigger certain vi-
sual cues. In this paper we present two such techniques
- one designed to manipulate the apparent depth of ob-
jects in an image and the other designed to introduce the
illusion of motion to an otherwise visually static image.

Fig. 1 Enhancing apparent depth using luminance (left) and
color temperature (right). Input image (middle).

Our depth editing technique (see Fig. 1) is based on
the fact that traditional artists generally manipulate the
apparent depth of objects in a scene (without changing
the scene geometry) either by changing the color tem-
perature (warmth/coolness) or the luminance values in
particular regions of the scene.

Colors that appear closer to the red end of the visi-
ble spectrum are said to be warm while the colors that
appear closer to the blue end are said to be cool. In
general, it has been observed in psychophysical experi-
ments that warmer colors appear to advance toward the
viewer while cooler colors appear to recede [22]. These
perceived depth differences can be explained by the fact
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Fig. 2 Chromatic aberration. Assumes eye is red accommo-
dated. Adapted from Sundet [22].

that shorter wavelengths of visible light are refracted
more than longer wavelengths. As a result, equidistant
sources of differing wavelengths cannot be simultane-
ously focused onto the retina by the eye’s optical sys-
tem. This is referred to as chromatic aberration and is
illustrated in Fig. 2.

Artists also create apparent depth in their paint-
ings by manipulating the luminance range. They do this
by abruptly changing the luminance values across the
boundary between two objects in specific regions of the
painting. This is sometimes referred to as haloing and
the resulting depth effect can be explained in terms of
the center-surround organization [13] of the cells in our
visual system. Center-surround cells respond more in-
tensely to local discontinuities than to gradual changes
in a scene. Hence, a sharp luminance change across the
boundary between an object and the background causes
the object to appear more advanced.

Techniques for manipulating luminance values and
the warmth (or coolness) of colors are well established
in existing editing systems. However, their use for ad-
justing apparent depth in an image is typically not a de-
fined operation. Users are still left with the time consum-
ing task of manually selecting and manipulating groups
of pixels. Additionally, users have to ensure that any
edits they make are seamless. Our depth editing tech-
nique eliminates these drawbacks. The user simply se-
lects an object and specifies whether it should appear
closer or further away. The system automatically deter-
mines luminance or color temperature target values for
the object and/or background that achieve the desired
depth change. Distance-weighted blending is used to en-
sure that the appearance of false edges is minimized.

Our technique for introducing the illusion of motion
to a visually static scene is also motivated by the work
of traditional artists. One common approach that was
used to create the illusion of motion in their paintings

is spatial imprecision (misalignment of brush strokes) as
illustrated in Fig. 3 (left).

The illusion of motion occurs because of differences in
our peripheral and foveal vision. The fovea is a small in-
dentation in the retina where we have the highest visual
acuity. Our peripheral vision, which occupies the major-
ity of our visual field has much lower acuity. Ogden and
Miller discovered that optic fibers that carry signals from
the fovea to the lateral geniculate nucleus, where they
are processed, are slow-conducting while optic fibers that
carry signals from the peripheral regions are faster [18].
When we first look at paintings where spatial impreci-
sion is used, our fast acting, low acuity peripheral vision
gives us a rough idea of where the brush strokes are in
the scene. Mentally, we join these brush strokes together
to form a complete picture. This process is called illu-
sory conjunction. It is only upon closer scrutiny with
our slower, high acuity foveal vision that we notice that
the strokes are misaligned. The illusion of motion is cre-
ated because our visual system completes the picture
differently with every glance (explanation adapted from
Vision and Art: The Biology of Seeing [15]).

Our technique uses a two-step process to introduce
spatial imprecision to an image. The input image is first
segmented into regions of roughly uniform color and the
resulting segments are then spatially perturbed. This
technique can be applied over the entire image or to
specific regions of the image.

2 Previous Work

2.1 Depth

Various sources of information in a scene contribute to
our perception of depth. These are referred to as depth
cues. Pictorial depth cues are ones we obtain from 2D
images. These include perspective cues such as occlusion,
relative size, distance to horizon, and shadows; and non-
perspective cues such as color, relative brightness, shad-
ing, focus, and atmospheric effects [19].

Traditional computer graphics approaches for manip-
ulating depth are typically scene-based (relying on 3D
representations where depth information is readily avail-
able). These include the introduction of atmospheric ef-
fects like haze or fog [20], perspective changes such as the
shape, size, or position of objects (or camera) [7], and
level of detail (LOD) changes [11]. Very little work has
been done in the area of image-based depth manipula-
tion. The most commonly used approach is to simulate
the depth-of-field effect from traditional photography.
This effect can be achieved in commercially available im-
age editing packages by applying a sharpening filter to
the foreground and a blurring filter to the background.
This has the effect of bringing different areas of an image
in or out of focus. There has also been some recent work
by Gooch and Gooch which suggests that the perceived
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Fig. 3 Left: Example of spatial imprecision to create the illusion of motion. Claude Monet, Rue Montorgueil - Paris, Festival
of June 30, 1878 (1878). Center: Input image. Right: Output image.

depth in an image can be enhanced by adding an artistic
matting [10].

2.2 Motion

The human visual system is well equipped to detect ac-
tual motion in a scene. Certain types of cells along the
visual pathway called double-opponent cells are direc-
tionally selective - responding to motion in a preferred
direction. This type of motion perception enables us to
determine the speed and direction of objects in the en-
vironment.

It is also possible for the visual system to infer motion
from a static scene. Static repeated asymmetric patterns
(RAPs), commonly used in optical illusions, are known
to generate spurious motion signals. There is still a lot
of debate over the exact neural mechanisms that cause
this effect [1]. Patterns of adjacent equiluminant colors
also trigger spurious motion signals [23] [15]. This occurs
because our visual system cannot accurately detect the
edges between these patterns hence they appear to float.
Finally, spatial imprecision (as described in Section 1)
also leads to the illusion of motion.

Computer graphics techniques for manipulating sta-
tic images to trigger a motion response from the visual
system typically rely on animation (changing the image
over time). Color table animation [21], one of the earli-
est techniques developed, worked by swapping or cycling
through colors in the frame buffer’s color table. Freeman
et al. [8] later demonstrated that applying local filters to
images and continuously varying their phase over time
creates the illusion of motion. More recently, Chuang et
al. [4] created animated clips from single images by ap-
plying time varying 2D displacement maps to various
segmented regions of the original scene.

Several static techniques, that do not rely on ani-
mation to trigger a motion response, have also been de-
veloped. The most common are non-photorealistic tech-
niques for creating cartoon-style effects that suggest mo-
tion in a particular direction direction [16] [12] [17].

2.3 Object Selection/Image Segmentation

Object selection and (more generally) image segmenta-
tion play important roles in the techniques presented
in this paper. Any existing object selection/image seg-
mentation technique can be used (see [9] for a review).
For our depth manipulation technique, we use an imple-
mentation of the Lazy Snapping method [14] to perform
object selection, and for our technique for creating the
illusion of motion, we use an approach proposed by Co-
maniciu and Meer [5] to perform image segmentation.

3 Depth Editing Technique

This section describes how luminance and color temper-
ature target values are automatically generated for our
depth editing technique. Target values are assigned to
the pixels that lie on the object boundary (i.e. object
pixels that lie closest to the edge) and to pixels that lie
on the background boundary (i.e. background pixels that
lie closest to the edge). These values are then propagated
to every pixel in the image.

3.1 Notation

Let B be the set of background pixels, O be the set
of object pixels, I = O ∪ B be the set of all image
pixels, Tlum be the set of luminance target values, and
Tcol be the set of color temperature target values. Let
po ∈ O be an object boundary pixel and pb ∈ B be the
closest corresponding background boundary pixel. Let n
be some user specified neighborhood size (n = 9 for the
images in this paper) and let Npo and Npb

be the n x n
neighborhoods about po and pb respectively.

3.2 Luminance Target Values

Let
Avgo =

1
sizeof {Npo

∩O}
∑

pi∈{Npo∩O}

pi
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and

Avgb =
1

sizeof {Npb
∩B}

∑
pi∈{Npb

∩B}
pi

be the average neighborhood pixel values of po and pb

respectively. Furthermore let

AvgLumo = luminance(Avgo)

and

AvgLumb = luminance(Avgb)

be the average neighborhood luminance values of po and
pb respectively. Target luminance values Tlum are as-
signed to po and pb using the following rules:

– Case 1 - Reducing apparent depth by manipulating
both object and background:
– Tlum(po) = Tlum(pb) = 1

2 (AvgLumo +AvgLumb)
– Case 2 - Reducing apparent depth by manipulating

the object only:
– Tlum(po) = AvgLumb

– Case 3 - Reducing apparent depth by manipulating
the background only:
– Tlum(pb) = AvgLumo

– Case 4 - Enhancing apparent depth by manipulating
either the object and/or background:
– if AvgLumb ≤ AvgLumo

• Tlum(po) = 1.0 (white)
• Tlum(pb) = 0.0 (black)

– if AvgLumo < AvgLumb

• Tlum(po) = 0.0 (black)
• Tlum(pb) = 1.0 (white)

Once boundary target values have been assigned, they
can be propagated to all pixels in the image using any
flood-fill algorithm. We use a fast breadth-first approach.
A Gaussian blur filter is applied to the resulting target
image. This gives smoothly varying target values and
hence a more natural looking result once the depth edit-
ing operation is complete. Target values for all cases can
be precomputed and stored as images. This reduces lag
time when performing depth manipulation, especially on
large images.

When assigning target values for reducing apparent
depth, it should be noted that we can substitute Avgo

and Avgb for AvgLumo and AvgLumb respectively. This
has the same effect of reducing luminance contrast be-
tween the object and the background, however it does
not limit us to grayscale target values. We found that
this generally gives more aesthetically pleasing results
and is the approach used for the images in this paper.
The top row of Fig. 4 shows the target luminance values
generated for a hypothetical image.

3.3 Color Temperature Target Values

In order to assign target color temperature values, we
simply modify the target luminance values Tlum. The
user specifies a warm color w and a cool color c. Target
color temperature values Tcol are assigned to po and pb

using the following rules:

– Case 1 - Reducing apparent depth by manipulating
both object and background:
– Tcol(po) = Tcol(pb) = 1

2 (Tlum(po) + c)
– Case 2 - Reducing apparent depth by manipulating

the object only:
– Tcol(po) = 1

2 (Tlum(po) + c)
– Case 3 - Reducing apparent depth by manipulating

the background only:
– Tcol(pb) = 1

2 (Tlum(pb) + w)
– Case 4 - Enhancing apparent depth by manipulating

either the object and/or background:
– if AvgLumb ≤ AvgLumo

• Tcol(po) = 1
2 (Tlum(po) + w)

• Tcol(pb) = 1
2 (Tlum(pb) + c)

– if AvgLumo < AvgLumb

• Tcol(po) = 1
2 (Tlum(po) + c)

• Tcol(pb) = 1
2 (Tlum(pb) + w)

We experimented with other approaches for assigning
target color temperature values including estimating the
color temperature (position along the spectrum) of val-
ues in the image then traversing the spectrum to the
right or left to make the target values warmer or cooler.
Such approaches are generally computationally expen-
sive and do not offer any significant advantage over the
approach presented here. The bottom row of Fig. 4 shows
the target color temperature values generated for a hy-
pothetical image.

Fig. 4 Hypothetical input image (left). Target luminance
values (top row). Target color temperature values (bottom
row). Case 1, 2, 3, and 4 (left to right). The original edge
is shown by a black line. Only a 60 pixel wide area of the
target values are shown to better illustrate the relationship
with the original image.
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Fig. 5 Manipulating perceived depth by simple color re-
placement. Input image (left). Luminance target values (mid-
dle column). Color temperature target values (right column).

3.4 Results

The actual value V assigned to a pixel during depth
manipulation is a weighted combination of the target
pixel value Tlum(p) (or Tcol(p)) and the original pixel
value I(p) at that point:

V (p) = (1− f(d))I(p) + f(d)Tlum(p)

where the parameter d, is a user specified (slider) depth
value. f is some user specified falloff function of distance
from every pixel to the edge between the object and
background. We experimented with Gaussian, quadratic,
and linear functions - all with pleasing results. Addition-
ally, the user is allowed to select the distance over which
blending occurs or have the system generate variable dis-
tances based on distance to the object skeleton.

With blending turned off and a zero falloff function,
adjusting the apparent depth simply results in color re-
placement as illustrated in Fig. 5. Notice that the ef-
fect of luminance on perceived depth (middle column)
is immediately obvious (brighter objects appear closer),
however, the relationship between color and depth (right
column) is more subtle. In a psychophysical study, con-
ducted by Bailey et al. (using stimuli generated by our
technique), they recorded the depth preferences of hu-
man observers presented with images of differently col-
ored, equiluminant objects. They found that there is a
clear relationship between the color temperature of an
object and its perceived depth and that this relationship
is especially pronounced when the objects are presented
against darker backgrounds [2].

By varying the distances and falloff function, we can
manipulate the perceived depth of objects by adding un-
dertones and halos. Fig. 1 shows an example of enhanc-
ing perceived depth and Fig. 6 shows an example of re-
ducing perceived depth. Notice that drastically reducing
perceived depth results in an interesting ghosting effect.
This occurs because target values are propagated from
the boundary to every pixel in the image. In this man-
ner we obtain an estimate of the pixel values behind the
object. A similar effect can be achieved by performing
a cutout of the object, using an image inpainting [3] or
texture synthesis [6] approach to estimate the missing

Fig. 6 Drastically reducing apparent depth results in a
ghosting effect. Input image (left). Output image (right).

pixel values, and finally blending the object with the
new pixels.

In the case of photorealistic editing (especially of hu-
man subjects), this type of image manipulation needs to
be more subtle. Fig. 7 shows an example of combining
luminance-based manipulation with color temperature-
based manipulation in a very subtle manner to change
the perceived depth of individuals in a photograph. In
this manner, we can draw the viewer’s focus to the in-
dividual who is furthest away from the camera. The
difference image (top right) highlights just how subtle
these manipulations have to be to result in a perceptual
change.

4 Illusion of Motion Technique

In this section, we describe a simple technique for creat-
ing the illusion of motion by introducing spatial impre-
cision to a visually static image.

The input image is first segmented into regions of
roughly uniform color. Each segment is assigned a unique
ID and a local Cartesian coordinate system whose ori-
gin was arbitrarily chosen to correspond to the top-left
corner of the bounding box of the segment. Different 2D
spatial transformations are then applied to each segment
with respect to its local coordinate system. For the im-
ages shown in this paper, the 2D spatial transformation
comprised of a small random rotation (between -10 de-
grees and 10 degrees) and a small random translation
(at most 20 pixels).

Let p ∈ S be a pixel in a segment S. After undergoing
the 2D spatial transformation, its new location p′ is given
by the standard composite transformation expression:

p′ = T ∗R ∗ p

where p and p′ are expressed in homogeneous coordi-
nates, T represents the translation matrix and R repre-
sents the rotation matrix.
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Fig. 7 Combining luminance-based manipulation with color temperature-based manipulation to change the perceived depth
of individuals in an image. Input image (left). Output image (right). Difference image (upper right) shows that a warm reddish
undertone was added around the face of the girl on the left and that the luminance of her face was increased slightly. A cooler
gray-green undertone was added around the face of the girl on the right. Scaled difference image (lower right) emphasizes
these changes for display purposes.

Fig. 8 Creating the illusion of motion by introducing spatial imprecision. Input image (top). Output image (bottom).
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Fig. 9 . Example of applying the illusion of motion tech-
nique to a specific region (foreground) of an image. Input
image (top): Nicolas Poussin, The Rape of the Sabine Women
(1634). Output image (bottom).

Perturbing segments in this manner introduces holes
in the image plane. We experimented with various in-
painting [3] approaches for filling these holes, but found
that simply pasting the perturbed segments onto the
original image gave better results. Fig. 3 and Fig. 8 show
examples of applying this technique over entire images
and Fig. 9 shows an example of applying this technique
to a specific region of an image.

One drawback to naively performing random pertur-
bations is that perceptually relevant segments (such as
faces) may become (partially) occluded by other seg-
ments. To eliminate/minimize this problem, we plan to
extend our framework to allow users to specify the rela-
tive importance of the various segments. By processing
the most important segments last, we can ensure that
they are not occluded.

5 Conclusion

This paper introduced the concept of perceptually mean-
ingful image editing as a novel approach to image editing

where the goal is to explicitly trigger certain visual cues.
This paper also presented two perceptually meaningful
techniques for manipulating perceived depth and creat-
ing the illusion of motion in 2D images.

Our technique for creating the illusion of motion can
be applied over an entire image to create stylized render-
ings which simulate the use of misaligned brush strokes
by traditional artists. It can also be applied to specific
regions of an image to add a sense of motion to visually
static objects in the scene.

Our depth manipulation technique will be useful in
post-production film editing as part of a suite of digi-
tal grading tools. The digital grading process involves
adding subtle color tones and smoothing effects to var-
ious scenes to further enhance the emotion that is be-
ing conveyed and also to ensure that there is coherence
between shots taken from multiple cameras at different
times. Grading techniques can also be applied to specific
regions of a scene to emphasize/deemphasize certain ob-
jects or characters. Consider a case where the character
closest to the camera is not the one performing some (im-
portant) action. By manipulating the perceived depth
of each character, our technique can be used to draw
the viewer’s attention to the active character. The tra-
ditional approach for accomplishing this involved having
an artist manually adjust the luminance range and paint
subtle undertones and halos around the characters.

As part of our future work, we plan to conduct sev-
eral psychophysical experiments to further evaluate the
techniques presented in this paper (see [2] for the results
of the first study, which looked at the impact of color re-
placement on perceived depth). We also plan to extend
the notion of perceptual meaningful manipulation to 3D
scenes.
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