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A linearity improvement technique using a combination of passive resistors and current-

steering MOS transistors as a variable resistance element is applied in the implementation

of low-distortion continuous-time filters in complementary metal-oxide-semiconductor

(CMOS) technology. This work is motivated by the fact that to date, most of the tech-

niques in continuous-time, electronically tunable filters perform quite poorly in linearity.

The proposed technique relies on the linearity of the passive resistors and the tunability of

the current-steering MOS transistors operating in the triode region. By novel application

of systematic feedback loops and by placing the nonlinear elements inside the feedback,

the distortion resulting from the nonlinear devices is greatly reduced by the filter loop

gain. Theoretical and experimental results, in agreement, show a significant improvement

in linearity. For an audio-band (22-kHz) fifth-order Bessel filter implementation, linearity

better than -90 dB THD is demonstrated given a 2 kHz, 4Vp�p signal in a 5-V system.

The filter implementation includes a simple and novel automatic frequency-tuning method,

which employs a switched-capacitor reference resistor instead of applying a conventional

phase-locked loop technique or its variations. Also included in the filter implementation is

a linear programming approach to optimize the dynamic range, under the constraint of a

fixed capacitor area that is assumed to be the dominant factor in the total chip area.
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CHAPTER 1

INTRODUCTION

The history of electrical filters, dating back to about 1915, reveals many drastic changes

in the design approaches as well as the advancement of available technology [1]. This has

yielded many sophisticated and clever designs leading to highly efficient (economically as

well as electrically) and accurate filters. Perhaps one of the major shifts in the design of

electrical filters was established by Sallen and Key in the 1950s when the design of active

RC filters was made feasible using low-gain amplifiers [2]. The design of active RC filters

using high-gain operational amplifiers (op amps) followed [3]-[5], and by the early 1970s

Hybrid Integrated Circuit (HIC) active filters were made [6]-[8]. By this time a major

achievement in reducing the size and the cost of electrical filters was established by the

complete elimination of the large inductors that were essential in general LC filters. Many

intriguing design techniques were also used in an attempt to avoid the use of inductors.

Such techniques include the gyrator [9]-[14], the Frequency-Dependent Negative Resistor

(FDNR) [15]-[18], and Negative Impedance Converter (NIC) [19]-[21].

1.1 Motivation

Today, as nearly all filter implementations are realized in monolithic ICs as some form

of an active filter (e.g., RC, Gm-C, and MOSFET-C), the size reduction and the integrata-

bility of these filters have now made them a very economical and electrically desirable

solution. With ever-increasing levels of integration, many system designs are placed on
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a single chip, and fully integrated active filters have practically become a “standard cell.”

While thriving on the great advantages of monolithic ICs, filter design faces a few ob-

stacles. One of the most critical issues in practical applications is the RC time-constant

variation (inversely proportional to the -3 dB corner frequency) due to process variation,

temperature drift and aging. At extreme conditions, the integrated filter can vary up to a

maximum of�50% in the -3 dB corner frequency [27], [28].

The continuous-time filter approach typically compensates for this problem with the

“tunable” filter, by electronically varying the time-constant which defines the -3 dB corner

frequency of the filter. However, these designs have the drawbacks of significant nonlineari-

ties introduced by the tunable element and unwanted control voltage feedthrough which ap-

pears transposed on the output signal. The switched-capacitor filter approach, on the other

hand, avoids this time-constant variation problem by relying on the product of capacitor

ratios and the reference clock, which can be a highly accurate crystal oscillation frequency.

But switched-capacitor filters are not necessarily ideal because they inherently implement

a discrete-time filter which generally requires analog anti-aliasing and/or smoothing filters.

The work to be described herein focuses on overcoming the RC time-constant variation

by investigating a tunable continuous-time filter that is nearly free from the influence of the

nonlinearities typically resulting from tunable elements. Also, a unique filter tuning method

will be used which greatly simplifies the implementation and minimizes the control voltage

feedthrough to a negligible amount.
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1.2 Existing Continuous-Time Filters

Numerous design techniques have been proposed to improve the linearity while trying

to maintain the tunability of continuous-time filters. Many schemes attempt to “linearize”

the inherently nonlinear components [22]-[40]. Most of the filter design techniques fall

into a few categories: (i) filters using variable transconductance stages as tunable elements;

(ii) transconductance stages composed of fixed transconductance/resistance in combination

with a current steering (typically a multiplier) block for tuning; and (iii) wafer trimmed or

electronically (digitally) trimmed resistors and capacitors which define the -3 dB corner

frequency of the filter. Some filters have employed a combination of the above techniques

for an extended frequency tuning range (usually an additional digital tuning capability for

“gear shifting” or “zoning”) [30], [32].

Despite the enhancements and drawbacks of these techniques, the common underlying

problem is the limited linearity performance. Even though the class (iii) filters are less

likely to suffer from this linearity problem, a wafer trimming process can be very expen-

sive if precise components such as laser-trimmed thin-film resistors are used. For the case

of electronic (digital) trimming of multiple resistors and capacitors, the chip area must

accommodate a growing number of components as the tuning range is increased and the

resolution of the step size is made smaller. A recent result of a straightforward digital trim-

ming method demonstrates exceptionally high linearity performance by trimming weighted

capacitors in parallel [27]. Automatic tuning maintains a fixed -3 dB corner frequency of

the filter. Despite the high linearity performance of this filter, switching of the energy stor-
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ing elements prohibits the presence of signal while the digital tuning is being performed.

No detailed analysis of the transient effects of this kind of signal modulation has been re-

ported. On the other hand, this kind of analysis could prove to be unnecessary if the filter

is trimmed only at certain allowed time slots. In any event, the signal is either modulated

by the digital switching, or the operation of the filter has to be interrupted to create these

regular time slots for the frequency tuning. The best option, if feasible, would be to avoid

this problem all together.

Among the various forms of electronically tunable filters under class (i), MOSFET-C

filters in particular have become well-known, partly because of their simplicity. They are

easily implemented with operational amplifier blocks while maintaining close architectural

similarities to an active RC filter [26], [28]. These MOSFET-C filters, implemented in a

standard CMOS process, utilize the linearized model behavior of an MOS transistor op-

erating in the triode region instead of a passive resistor. Devices such as these have been

proposed as linear tunable resistor elements in monolithic integrated circuits [26], [28],

[41]-[44]. However, due to the mismatch and the inherent nonlinear behavior of a MOS-

FET in triode, THD in the range of only 40-60 dB has been achieved with a volt-level signal

swing in a single 5-V system. With an on-going interest in building highly linear tunable

continuous-time filters, and given the existing switched-capacitor filters that demonstrate

good linearity performance [45], [46], it is desirable to investigate new options for im-

proving linearity that can provide a very low distortion continuous-time tunable filter in a

standard CMOS technology.
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1.3 Proposed Work

In comparison to the well-known MOSFET-C filter, the linearity improvement tech-

nique herein moves the nonlinear transconductance element inside a feedback loop for

a significant improvement of distortion. This systematic feedback approach greatly sup-

presses the distortion originating from the inherently nonlinear components. Furthermore,

the actual voltage swing applied to the nonlinear elements is scaled down for operation

more closely within their linear range. This voltage-scaled portion will be referred to as the

R-MOSFET variable resistor, which can be generally applied in any analog signal process-

ing (i.e., multiplier/divider and integrator).

In conjunction with the linearity improvement technique, this work also includes an

automatic tuning method which utilizes an accurate switched-capacitor reference resistor

instead of the conventional phase-locked-loop methods, and dynamic range optimization

via linear programming which operates under a fixed chip-area constraint. Even though

this thesis considers only a specific, narrow application, these two additional methods can

be applied in any kind of design for a continuous-time filter with a self-tuning feature.
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CHAPTER 2

LINEARITY IMPROVEMENT

A novel yet delightfully simple approach for substantially improving the linearity of

a tunable resistor, referred to as the R-MOSFET, and an integrator/filter implementation,

referred as the R-MOSFET-C, will be presented in this chapter. Many previous efforts

attempt to cancel the nonlinear effects by mathematical approaches such as adding or sub-

tracting unwanted harmonics by additional linearity correction circuits or by exploiting

creative symmetries and arrangements of nonlinear devices. It will be shown that the R-

MOSFET/R-MOSFET-C technique evolves from a more global, systematic approach of

scaling (reducing) the voltage swing across nonlinear components and of placing all non-

linear components inside feedback loops for reduction of distortion.

2.1 R-MOSFET Linearity-Improved Variable Resistor

The final implementation of the R-MOSFET variable resistor is best described starting

from the standard MOSFET resistor (MOSFET operating in the triode region) shown in

Fig: 2.1. The common node (ground) indicates the location of the summing nodes of an

operational amplifier (op amp) when the variable resistor is used in conjunction with an

op amp with a feedback network. Some typical arrangements are the multiplier (resistive

feedback) and the integrator (capacitive feedback) configurations. Many successful analy-

ses, designs, and IC implementations have been based on the MOSFET resistor shown in

Fig: 2.1. In reality, however, given the desire to build a highly linear variable resistor, this
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Figure 2.2 Cross-Coupled MOSFET Resistor

MOSFET resistor suffers from device ratio (W=L) mismatch, mobility (�) mismatch, and

threshold voltage (Vth) mismatch, all of which contribute to the nonlinearity of this variable

resistance stage. Even with much effort placed in the design and careful layout for good

matching and linearity, the linearity is limited to about -60 dB total harmonic distortion

(THD).

A nice improvement, at least in theory, can be made to the MOSFET resistors by cross-

coupling them with additional transistors as shown in Fig: 2.2. This technique is found in

[41]-[44]. Without getting into the detailed analysis derived in [44], it is sufficient to note



8

Vx
+

+

_

Vi
_

Vc+ _

Io

R

R

M1

M2

M3

M4

Figure 2.3 R-MOSFET Resistor

that this cross-coupled setup compensates for the threshold voltage variation in the transis-

tors [41], and under a perfect matching condition even the odd harmonics are cancelled in

theory [44]. But just as in the setup of the two single MOSFET resistors, this cross-coupled

stage also suffers from the device ratio mismatch and the mobility mismatch. Because of

these limitations, what is very attractive (actually ”perfect”) in theory cannot in reality per-

form to expectation. The linearity performance should be better, but given the increased

number of variances (more transistors) and the limitation of the mismatch, the linearity

performance still cannot exceed the -60 dB THD ceiling [43].

Realizing the advantageous current-steering capability for tuning implemented in the

cross-coupled stage, even greater improvements can be made. Shown in Fig: 2.3 is the R-

MOSFET variable resistor. The current-steering capability of the cross-coupled MOSFETs

is used for tuning but most of the input voltage is dropped across the passive resistors.

The total nonlinearity due to this stage is then approximately proportional to the amount

of voltage swing across the nonlinear elements, labeled in the figure asVX . This kind of

scalingof the input voltage is simply the direct result of a local feedback, identical to the
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well-known emitter degeneration in the Bipolar Junction Transistor (BJT).

To compare the similarity and the distinction between the cross-coupled MOSFET stage

and the R-MOSFET stage, the equations for the first-order variable resistances are first

identified. The current-steering cross-coupled MOSFET stage of Fig: 2.2 has an equivalent

resistance given by

Req =
1

G1;2 �G3;4
=

1

KVC
; (2.1)

whereGi is the triode region channel conductance ofMi defined by

Gi = �iCOXi
Wi

Li
(VGSi � Vthi) = Ki(VGSi � Vthi): (2.2)

Each subscript forKi is in place simply to denote the fact that the devices are mismatched,

but we may simply consider the average intrinsic transconductance of the four transistors

M1, M2, M3 andM4 asK. Equation (2.1) implies that the equivalent conductance is

linearly controlled by the control voltageVC .

The improved version of this, the R-MOSFET stage as shown in Fig: 2.3, has a very

similar expression describing the linear control of the variable resistance (inherently con-

ductance). This R-MOSFET stage has an equivalent resistance of

Req =
1

G1;2 �G3;4
F =

F

KVC
; (2.3)

where the voltage scale factor, F, is defined by

F =
Vi
VX

= 1 + 2GR; (2.4)

and the average conductance ofM1, M2, M3 andM4 is

G =
(G1;2 +G3;4)

2
: (2.5)
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This yields the appropriate design value for the voltage scale factor, F, because the quantity

2G = (G1;2 + G3;4) represents the equivalent conductance of the MOSFETs in parallel

combination seen atVX . As a result of the voltage scaling given by (2.4), the distortion

improves as the signal swing across the MOSFETs decreases. Unlike the conventional

balanced resistor (cross-coupled MOSFETs) which relies on transistor matching for high

linearity, given the unavoidable level of imperfect balance and device mismatches, the R-

MOSFET stage systematically improves linearity in proportion to the amount of voltage

scaling. The MOSFET devices in this arrangement can be viewed as current-steering de-

vices, operating in the triode region, rather than as “resistors.”

2.1.1 R-MOSFET multiplier/divider

One of the analog signal processing applications of this linearity-improved R-MOSFET

stage is the highly linear multiplier, divider, or multiplier-divider combination. The ar-

rangement of the multiplier-divider combination is shown in Fig: 2.4. With an R-MOSFET

variable resistor as the input resistor to an op amp with another R-MOSFET resistive feed-

back network, both multiplication and division are performed. Assuming that the amount

of voltage scaling (the ratio between the voltage swing across the whole R-MOSFET com-

bination and the MOSFET portion) is fixed for the both sets of R-MOSFET stages, the

overall transfer function is given by

Vo =
�
R2

R1

�
VxVy
Vz

: (2.6)
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_
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Figure 2.4 R-MOSFET-R Multiplier/Divider

The inputVx and the two control voltagesVy andVz form a diverse multiplication-division

relationship. As discussed before, the linearity of this multiplier-divider combination is

improved by the voltage scale factor, F, in comparison to the implementation using standard

cross-coupled MOSFETs as the tunable resistor.

Observing the multiplier transfer function as shown in Fig: 2.5, isolating theVx for in-

put and theVy control voltage for gain (Vz is fixed), one can see visually the distinct linear-

ity improvement for the R-MOSFET multiplier (dotted lines) in comparison to the standard

cross-coupled MOSFET multiplier (solid lines). The proper operation of the R-MOSFET

multiplier in the time-domain is also displayed in Fig: 2.6. The amplitude-modulated signal
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Figure 2.5 Multiplier Transfer Characteristic
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at the outputVo is due to the presence of a triangular-wave gain-control voltage atVy and a

sinusoidal input at the inputVx.

Observing the multiplier transfer function in a similar setup isolatingVz andVy (Vx

fixed) produces the divider transfer function shown in Fig: 2.7 for multiple control voltages

atVy. For the display of the time-domain operation, a sinusoidal input atVx is modulated

by the control of the triangular wave atVz. The result is shown in Fig: 2.8. In this case the

triangular-wave control voltage does not cross zero in order to keep a finite gain from the

inputVx to the outVo. Thus these simulation results confirm the convenient feasibility of a

linearity-improved R-MOSFET multiplier/divider.
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Figure 2.9 Improved R-MOSFET-C Integrator

2.2 R-MOSFET-C Linearity-Improved Integrator

A typical Miller capacitance integrator is formed by combining a variable resistor cir-

cuit block with an op amp with feedback capacitors. In the same way, an R-MOSFET-C

integrator is formed by using the R-MOSFET variable resistor as shown in Fig: 2.9. This

configuration contains the identical variable resistor of Fig: 2.3 and behaves just as de-

scribed in Equations (2.3)-(2.5). In addition, the integrator displays a linearly controlled

unity-gain frequency

!unity =
G1;2 �G3;4

FC
=
KVC
FC

: (2.7)

This integrator function is closely related to the standard MOSFET-C integrator in Fig: 2.10.

This MOSFET-C integrator behaves identically to the R-MOSFET-C without the added

voltage scaling by F, as shown in comparison in Equations (2.1)-(2.2) and (2.3)-(2.5), for

the MOSFET resistor and the R-MOSFET resistors, respectively. Thus, the MOSFET-C

integrator shown in Fig: 2.10 also displays a linearly controlled unity-gain frequency

!unity =
G1;2 �G3;4

C
=
KVC
C

: (2.8)
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Figure 2.10 Balanced MOSFET-C Integrator

2.2.1 Current-dumping configuration

Although thecriss-crossintegrator of Fig: 2.9 has a desirable symmetry in generating a

more linear input resistance, it reduces the effective dc gain and bandwidth of the integrator

and enhances the unity-gain frequency sensitivity to component mismatches. In addition

to the filter’s overall performance error due to the lower effective gain and bandwidth [47],

[48], and the increased sensitivity [44], another practical limit is an increase in noise due

to low-resistance paths between the summing nodes of the operational amplifier. That is,

equivalent current noise generators in the low resistance paths degrade the dynamic range

of the filter. As a result, a slight modification on this topology is made to improve the noise

performance as shown in Fig: 2.11.

In thiscurrent-dumpingconfiguration, the bypassing current from the input is not fed to

the opposite side but dumped to the ground (conceptually in a single-ended configuration)

instead. The advantage of this arrangement is approximately an increase by a factor of

four in the resistance between the summing nodes of the operational amplifier. Deferring
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Figure 2.11 Improved Current-dumping R-MOSFET-C Integrator

detailed analysis of the current-dumping integrator to the following section, simple inspec-

tion of the criss-cross (Fig: 2.10) and the current-dumping (Fig: 2.11) integrators indicates

that the resistances between the summing nodes of the op amp,R(+=�), are approximately

(R1;2 +R3;4)=2 and2(R1;2 +R3;4) for the criss-cross and the current-dumping integrators,

respectively. (Note the implied notationsR1;2 = 1=G1;2 andR3;4 = 1=G3;4.) This im-

provement for the current-dumping integrator comes with a slight sacrifice in the balance

of the electrical symmetry at the variable resistance cell. In reality, the symmetry is not

as critical in the linearity-improved filter implementation because the set of MOSFETs is

merely being used as a current-steering element with a small voltage swing across it.

Due to this modification, Equations (2.3) and (2.7) are also modified as follows for the

current-dumping integrator.

Req =
F

G1;2

=
F

KV̂C
and (2.9)

!unity =
G1;2

FC
=
KV̂C
FC

; (2.10)
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where

V̂C =
VC
2

+ (VCM � Vth) and VCM = common-mode control voltage:

The added component of the controlling voltage function is that the common-mode portion

of the control voltage appears as a dc offset in the unity-gain frequency control. The range

of the control voltageVC has simply been shifted and stretched from the 0 toVC;peak range

for Equation (2.7) to a -VC;peak to VC;peak range for Equation (2.10).

2.2.2 Noise considerations

Studying the sources of noise in detail for the current-dumping configuration of Fig:

2.11 (the resistors, MOSFETs, and the operational amplifier), the integrator is first analyzed

by recognizing the independent noise sources as shown in Fig: 2.12. At low frequencies,

the equivalent input referred noise of the current-dumping integrator is given by

Veq
2

�f
= 4kT

8<
:2R +

 
R

R3;4

!2

2R3;4 +

 
R +R3;4

R3;4

!2

(2R1;2 +Ri)

9=
; ; (2.11)
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whereRi is an equivalent input noise resistance of the op amp. For an ordinary active RC

filter, the equivalent input referred noise would be simply

Veq
2

�f
= 4KT [2Req +Ri] = 4KT [2R1;2F +Ri]: (2.12)

To observe the effects of the control voltageVC and the voltage scaling factor F on

noise, the normalized rms noise referred to input is plotted in Figs. 2.13 and 2.14, where

rms noise referred to the input for a conventional active RC filter corresponds to F=1.

Figure 2.13 shows that noise increases as the voltage scale factor, F, increases according to

(2.11), because the input series resistorR increases in comparison to the MOSFET parallel
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combinationRX = R1;2jjR3;4. The noise dependence with respect to the control voltage

VC is shown in Fig: 2.14, where the decrease inVC implies decreasingR3;4 in comparison

to R1;2. The understanding of these trends in noise characteristics, which are a function

of F andVC , is important in making the right trade-offs in the design. Since the linearity

improves as the dynamic range is degraded with an increasing voltage scale factor F, a

linearity versus noise trade-off is necessary in the design when choosing an optimum value

for F.

Another way of scaling the input voltage swing has been suggested in [28] where the

input is pre-divided by a factor (3 in their setup) and the output is post-multiplied by the

same factor to reduce distortion. This kind of input scaling directly trades off THD with

S/N. For example, an effective voltage scaling of F=5 would experience 14 dB noise in-

crease, while improving linearity by approximately the same amount. Observation of Figs.

2.13 and 2.14 suggests that the noise increase due to the voltage scaling of F=5 is about 5

dB for the worst case. For the prototype filter implemented, using a set of varied voltage

scaling factors F=2.5-5 (discussed in Chapter 5), the noise increase due to this technique is

about 2.3 dB in simulation as shown in Fig: 2.15. This result comes from the worst-case

condition for a tuning range of�50%. Considering a very significant reduction of distor-

tion by feedback loop gain (detailed discussion will follow in Section 2.3), this relatively

higher noise floor can be offset by the larger undistorted signal that this technique provides.
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2.2.3 Multiple-input integrator

In the case of a multiple-input implementation for the integrator, the inputs are arranged

with multiple resistors but with only one current-steering quad (four MOSFET devices

operating in the triode region) per integrator. The implementation for a dual-input setting

is shown in Fig: 2.16.

It would seem natural that each resistor in a standard active RC integrator should be

replaced by an R-MOSFET variable resistor combination as shown in the first step of Fig:

2.17. However, the tunable current-steering portion (the “MOSFET quad” in the differ-

ential setting) becomes redundant for the multiple inputs and can be simplified to only a

single current-steering set. This change is noted in the second transition (step two) of Fig:

2.17. Even though the simplification at this point appears only to have reduced the num-

ber of transistors, it will be shown in the following section that this simplification allows

the nonlinear tunable elements to reside in a feedback loop in the R-MOSFET-C filter im-

plementation. The net result is a proportionally significant amount of linearization by the
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amount of the loop-gain in placing the nonlinear components in a feedback loop.

While the simplification and reduction of the tunable elements are quite naturally ar-

ranged for the multiple-input setting, an appropriate loading effect of the multiple inputs

should be taken into account when the resistor values are chosen. As illustrated in Fig: 2.18

for the dual-input setting, because of the extra loading of the second input, a fraction of the

input currentI1 is subtracted before the current flows through the MOSFETs. Only for the

single-input integrator, the currentI1n coming from the resistorR1n flows directly into the

tuning elements (MOSFETs) as the currentIx. The amount of current that flows through

the MOSFETs,Ix, is the net currentI1 � I2. Thus the loading effect calls for a reduced

input passive resistorR1 from the original valueR1n.
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Analysis of the loading effect of a dual-input stage shows that the actual resistances,R1

andR2, are related to the nominal values ofR1n andR2n by

R1 = R1n
1� S1nS2n
1 + S2n

and R2 = R2n
1� S1nS2n
1 + S1n

; (2.13)

where the constants are

S1n =
1

2GR1n

and S2n =
1

2GR2n

:

Similarly for a triple-input stage, the actual resistancesR1, R2, andR3 are

R1 = R1n
1� S1nS2n � S1nS3n � S2nS3n � 2S1nS2nS3n

1 + S2n + S3n + S2nS3n
;

R2 = R2n
1� S1nS2n � S1nS3n � S2nS3n � 2S1nS2nS3n

1 + S1n + S3n + S1nS3n
; and

R3 = R3n
1� S1nS2n � S1nS3n � S2nS3n � 2S1nS2nS3n

1 + S1n + S2n + S1nS2n
; (2.14)

where the constants are

S1n =
1

2GR1n

; S2n =
1

2GR2n

; and S3n =
1

2GR3n

:

The derivations for the results above are detailed below. As shown in the dual-input

loading condition of Fig: 2.18, the amount of current going into the parallel combination of

the MOSFETs,Ix, is reduced from the input currentI1. To insure that the currentIx = I1n

of the single input condition is preserved for the currentIx = I1 � I2 of the dual-input

loading condition, appropriate adjustments for the passive resistors must be made. Another

way to view this required adjustment is that the voltage across the MOSFETs,VX , for the

single input case (we may call this “ideal” since no loading takes place) as well as for the
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dual-input case (call this “loading”) is identical in proportion to the inputV1 (i.e., voltage

scale factor F is preserved).

First consider the single input “ideal” case. The expression for the voltage across the

MOSFETs is

VX =
RXV1

RX +R1n
=

V1
1 + 2GR1n

; (2.15)

where the parallel combination of the MOSFETs,RX = 1=2G, has already been defined

in (2.5). Now consider the dual-input “loading” case, in which the voltage across the

MOSFETs is given as

VX =
(RX jjR2)V1

(RX jjR2) +R1
=

V1

1 + 2GR1

�
1 + 1

2GR2

� : (2.16)

From observing (2.15) and (2.16), for the case in which the loading effect of the dual

input is compensated completely, the nominal resistanceR1n of the single input is equal to

R1(1 + 1=2GR2). Thus we have

R1 =
R1n

1 + 1
2GR2

; (2.17)

and a similar derivation yields

R2 =
R2n

1 + 1
2GR1

: (2.18)

Because the expressions in (2.17) and (2.18) have to be complete in terms of only

the nominal valuesR1n andR2n, the denominators require further adjustments. Take for

example the expression forR1. The denominator displays a simple expression

DD1 = 1 + S2; (2.19)
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where

S2 =
1

2GR2

:

With additional definitions

S1 =
1

2GR1

; S1n =
1

2GR1n

; and S2n =
1

2GR2n

;

and using Equations (2.17) and (2.18),S1 andS2 become

S1 = S1n(1 + S2) = S1nDD1 and (2.20)

S2 = S2n(1 + S1): (2.21)

Expanding (2.19) by replacing terms from (2.20) and (2.21),DD1 becomes

DD1 = 1 + S2n(1 + S1)

= 1 + S2n(1 + S1nDD1); (2.22)

DD1 =
1 + S2n

1� S1nS2n
: (2.23)

A similar set of derivations leads to the denominator corresponding to the second input:

DD2 =
1 + S1n

1� S1nS2n
: (2.24)

Placing (2.23) and (2.24) into (2.17) and (2.18), we have the complete correction terms for

the dual-input loading effect expressed in (2.13).

The triple-input loading effect derivation follows a very similar approach, but with extra

algebra. Recall that we already have an expression forVX resulting from the single input

“ideal” voltage scaling in (2.15). Now for the the triple-input loading, we have

VX =
(RX jjR2jjR3)V1

(RX jjR2jjR3) +R1
=

V1

1 + 2GR1

�
1 + 1

2GR2

+ 1
2GR3

� : (2.25)
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Extracting resistance relationship from (2.15) and (2.25), the complete compensation of the

loading effect becomes

R1 =
R1n

1 + 1
2GR2

+ 1
2GR3

; (2.26)

and similar derivations yield

R2 =
R2n

1 + 1
2GR1

+ 1
2GR3

and (2.27)

R3 =
R3n

1 + 1
2GR1

+ 1
2GR2

: (2.28)

As before, the denominator has to be further expanded in terms of the nominal resistance

valuesR1n, R2n, andR3n. With the following definitions

S1 =
1

2GR1

; S2 =
1

2GR3

; S3 =
1

2GR3

;

S1n =
1

2GR1n

; S2n =
1

2GR3n

; and S3n =
1

2GR3n

; (2.29)

and using (2.26)-(2.29), the resulting set of equations regarding the denominator expansion

is

DT1 = 1 + S2 + S3; (2.30)

S1 = S1n(1 + S2 + S3) = S1nDT1; (2.31)

S2 = S2n(1 + S1 + S3); and (2.32)

S3 = S3n(1 + S1 + S2): (2.33)

Combining (2.30)-(2.33),

DT1 = 1 + S2n(1 + S1nDT1 + S3) + S3n(1 + S1nDT1 + S2)
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= 1 + S2n(1 + S1nDT1) + S3n(1 + S1nDT1)

+S2nS3n(1 + S1nDT1 + S2) + S3nS2n(1 + S1nDT1 + S3)

= 1 + S2n(1 + S1nDT1) + S3n(1 + S1nDT1)

+S2nS3n(1 + S1nDT1) + S3nS2n(1 + S1nDT1)

+S2nS3n(DT1 � 1): (2.34)

This reduces to

DT1 =
1 + S2n + S3n + S2nS3n

1� S1nS2n � S1nS3n � S2nS3n � 2S1nS2nS3n
: (2.35)

A similar set of derivations leads to the denominator expressions corresponding to the sec-

ond and third inputs

DT2 =
1 + S1n + S3n + S1nS3n

1� S1nS2n � S1nS3n � S2nS3n � 2S1nS2nS3n
and (2.36)

DT3 =
1 + S1n + S2n + S1nS2n

1� S1nS2n � S1nS3n � S2nS3n � 2S1nS2nS3n
: (2.37)

Placing these terms (2.35)-(2.37) into (2.26)-(2.28), we have the complete correction terms

for the triple-input loading effect as expressed in (2.14).

Looking at the final results of the loading correction terms given in Equations (2.13)

and (2.14) and the details of derivations described so far, it seems feasible that general ex-

pressions for the correction terms for any number of multiple inputs may be found. Even

though this kind of generalization in loading-effect calculation might appear useful at first

to the designer in building a multiple-input R-MOSFET stage, most active filter applica-

tions require calculations for only the dual-input and the triple-input stages. Specifically,
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for the two standard approaches in building active filters, use of multiple biquads and the

transformation of an active LC ladder resulting in the “leapfrog” configuration, there are

no more than three inputs per integrator. If a special application would arise where more

than three inputs are needed, the resources for a similar derivation of the loading effects

are already in place. On an interesting note, because the loading effects of these multiple

inputs are recursive in nature (the “new” value wanted for thefirst input is a function of the

“old” value and the “new” values of the rest of the inputs, each of which needs its “old”

value and the “new” values of the rest that include the “new” value of thefirst input), a sim-

ple iterative program would do the job in calculating the loading correction terms. Two-

or three-input loading effect calculations by the iterative method show fast convergence

within a few iterations, and at most ten to twenty iterations for high accuracy.

2.3 Linearity Improvement by Loop Gain

The discussions so far have shown that the linearity improvement technique reduces dis-

tortion due to the scaling of the input signal swing by a voltage scale factor F. In an active

filter configuration, however, the second input (and third inputs in some cases in the imple-

mentation of an active LC ladder transformation) to the integrator forms a feedback loop.

Shown in Fig: 2.20 is the linearity-improved version (R-MOSFET-C) of the first-order

filter in contrast to the first-order filter using nonlinear MOSFET resistors (MOSFET-C)

shown in Fig: 2.19. The topology shown in Fig: 2.20 has a better THD than the conven-

tional topology of Fig: 2.19, because the MOSFETs are operating with a reducedVDS.

Furthermore, distortion is improved by a greater factor because the nonlinear components
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(current-steering MOSFETs) are now inside the feedback loop. This is the key concept to

be discussed in detail in this section. Under rudimentary circuit analysis, the R-MOSFET-

C filter shown in Fig: 2.20 displays a loop gain ofAf at low frequencies, if the transfer

function of the MOSFET-C integrator inside the loop isA (with the same dc gain of the op

amp) andf is defined by

f � (RjjRX)

(RjjRX) +R
=

1

F
; where RX =

1

G3;4 +G1;2
=

1

2G
: (2.38)

This result assumesR = R1 = R2. As a result, MOSFET nonlinearities are reduced by this

loop gain within the filter bandwidth. Detailed analysis will further show that the loop gain

decreases as the input frequency passes the dominant pole of the integratorA. Thus the

distortion reduction by the feedback approaches its minimum at the filter pass-band edge.

2.3.1 Systematic view of linearity improvement

The concept of the linearity improvement by the feedback loop gain in an R-MOSFET-

C filter implementation can be illustrated by the description of a few systematic blocks as

shown in Figs. 2.21 and 2.22. The standard active filter implementation shown in Fig: 2.21

yields the transfer function

Vo
Vi

=
�AoG1

1 + AoG2

: (2.39)

If the transconductance elementsG1 andG2 were linear components such as passive re-

sistors, the overall transfer function would see only a small amount of nonlinearity due to

the forward path in the loop,Ao. The nonlinearity of this stage in the loop is diminished

drastically because of the large loop gain this component experiences. (The mathematical
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details of this effect will be discussed later in this section.) This phenomenon is quite com-

mon in the usage of most op amps under a large amount of linear feedback. However, when

a variable control is added to the transconductance elementsG1 andG2 for filter tuning, a

large amount of nonlinearity coming from these tunable components is unavoidable. These

components do not reside on the forward path inside a feedback loop, so there is no help in

reducing the distortion by a feedback loop gain.

An implementation to maintain the tunability yet reap the benefits of linearity improve-

ment by the feedback loop-gain is shown in Fig: 2.22. The systematic block diagram equiv-

alent to an R-MOSFET-C filter implementation shown in Fig: 2.22 yields the transfer func-
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Vo
Vi

=
�AoGmf1
1 + AoGmf2

: (2.40)

Because all nonlinear blocks reside on the forward path inside a feedback loop, the non-

linearities are suppressed by the amount of feedback loop gain. Another way to note this

linearity improvement by loop gain is simply to observe the transfer function. As shown in

(2.40), the nonlinear functions are lumped together in a such a way that the transfer func-

tion has the format ofk X=(1 +X). Thek is simply a constant and the termX=(1 +X)

shows that the nonlinear termX resides on the forward path inside the feedback loop.

Let us now consider a general case of a nonlinear system block and the linearity im-

provement under a linear feedback by applying the power series nonlinear analysis. The

added complexity of the Volterra series including the high-frequency effects is really un-

necessary in the general understanding of the linear feedback loop for the reduction of

distortion. Shown in Fig: 2.23 is the general block diagram of a closed-loop system where

a linear feedback is applied to a nonlinear open-loop block.

First, without the linear feedback (f = 0), Se = Si, the open-loop characteristic from
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the inputSi to the outputSo can be assumed to have a general nonlinear power series

relationship

So = a1Si + a2S
2
i + a3S

3
i + : : : : (2.41)

When a sinusoidal signalSi = SiMcos(wt) is applied at the input, the output becomes

So = a1SiMcos(wt) + a2S
2
iMcos

2(wt) + a3S
3
iMcos

3(wt) + : : :

= a1SiMcos(wt) + a2S
2
iM

1

2
(cos(2wt) + 1)

+a3S
3
iM

1

4
(cos(3wt) + 3cos(wt)) + : : : : (2.42)

The first term is completely linear, but the rest of the terms add directly to the harmonics of

the input frequency. If the terms aboveS3
i are neglected, one can define a measure for the

second harmonic distortion

HD2 � second harmonic
fundamental

� a2S
2
iM

1
2

a1SiM
=

1

2

a2
a1
SiM : (2.43)

Similarly, the third harmonic measure is

HD3 � third harmonic
fundamental

� a3S
3
iM

1
4

a1SiM
=

1

4

a3
a1
S2
iM : (2.44)

When these results are referred to the output with a magnitude approximationSoM �

a1SiM , they become

HD2 � 1

2

a2
a21
SoM and HD3 � 1

4

a3
a31
S2
oM : (2.45)

Further detailed analysis including the intermodulation (IM) of double or triple frequen-

cies and the cross modulation (CM) of AM (amplitude modulation) carrier frequencies can
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be performed in a similar manner with an appropriate combination of signalsSi other than

just a single sinusoidal input [49]. Because the effects of the linear feedback loop on any

kind of distortion are very similar, the mathematics herein will only cover the derivation of

HD2 andHD3.

When the nonlinear open-loop function operates in a linear feedback loop as shown in

Fig: 2.23, the previous Equation (2.41) becomes

So = a1Se + a2S
2
e + a3S

3
e + : : : ; where (2.46)

Se = Si � Sfb = Si � fSo:

With the expanded form of the open-loop portion

So = a1(Si � fSo) + a2(Si � fSo)
2 + a3(Si � fSo)

3 + : : : ; (2.47)

and the generalized form of the closed-loop configuration

So = b1Si + b2S
2
i + b3S

3
i + : : : ; (2.48)

these two terms forSo can be equated to solve for the closed-loop coefficientsb1, b2, and

b3 in terms of the open-loop coefficientsa1, a2, anda3. Doing so, we have

So = b1Si + b2S
2
i + b3S

3
i + : : :

= a1(Si � fb1Si � fb2S
2
i � fb3S

3
i � : : : )

+a2(Si � fb1Si � fb2S
2
i � fb3S

3
i � : : : )2

+a3(Si � fb1Si � fb2S
2
i � fb3S

3
i � : : : )3 + : : : : (2.49)
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From the equation above we may extract a few equalities of interest

b1Si = a1(Si � fb1Si);

b2S
2
i
= �a1fb2S2

i
+ a2(Si � fb1Si)

2; and

b3S
3
i
= �a1fb3S3

i
+ a3(Si � fb1Si)

3 � 2a2(1� fb1)(fb2)S
3
i
: (2.50)

Solving the equations above, the closed-loop coefficients are found as

b1 =
a1

1 + a1f
; b2 =

a2

(1 + a1f)3
; and

b3 =
a3(1 + a1f)� 2a22f

(1 + a1f)5
� a3

(1 + a1f)4
: (2.51)

Using the expressions for HD2 and HD3 given in Equation (2.45), and applying them to

this closed-loop function,

HD2 �
1

2

b2

b21
SoM =

"
1

2

a2

a21
SoM

#
1

1 + a1f
and

HD3 �
1

4

b3

b31
S2
oM

=

"
1

4

a3

a31
S2
oM

#
1

1 + a1f

"
1� 2a22f

a3(1 + a1f)

#

�
"
1

4

a3

a31
S2
oM

#
1

1 + a1f
: (2.52)

The conclusion to draw from the derivation above is that the harmonics generated by

the nonlinear functions in the open-loop configuration are greatly reduced by the amount

of linear feedback applied to the closed loop. Referring back to Fig: 2.22, it is exactly

this phenomenon, shown by mathematical derivation, that improves the linearity in the

R-MOSFET-C filter approach. This observation can be directly transferred to the actual

circuit implementation of the R-MOSFET-C filter implementation shown in Fig: 2.20.
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2.3.2 Transfer function of standard MOSFET-C

To observe the changes in the feedback loop configuration for this low distortion R-

MOSFET-C filter, as an exemplary comparison, we can observe first the transfer function of

the first-order standard MOSFET-C filter as shown in Fig: 2.19. Observing the single-ended

case for simplification of analysis, some algebra yields the closed-loop transfer function

�Vo
Vi

=
Zf

Ri

A( Ri

Ri+Zf
)

1 + A( Ri

Ri+Zf
)

whereZf = Rf jjC: (2.53)

This can also be expressed as

�Vo
Vi

=
Rf

Ri

Af RijjC(1+A)
RijjC(1+A)+Rf

g
1 + Af RijjC(1+A)

RijjC(1+A)+Rf
g =

Rf

Ri

Af Ri

Ri+Rf+sCRiRf (1+A)
g

1 + Af Ri

Ri+Rf+sCRiRf (1+A)
g : (2.54)

It can be observed from the transfer function that the right half of the expression, in

the format ofX=(1 +X), is highly linear inside the bandwidth of the filter because of the

linearity improvement by the feedback loop gain. Thus the distortion in this MOSFET-C

filter is dominated by the nonlinearRf=Ri ratio. This ratioRf=Ri can never be suffi-

ciently linear becauseRf andRi are directionally nonlinear, meaning that nonlinearity of

the MOSFET is a function ofVDS, notjVDSj, including both even and odd harmonics. And

even though a fully differential architecture can cancel much of the even harmonics, the

mismatch of transistors limits the linearity performance. Limited linearity achieved by this

kind of configuration can vary over the range of input frequencies and has been discussed

for a biquad example in [50].



41

2.3.3 Transfer function of linearity-improved R-MOSFET-C

Now we may observe the feedback loop configuration used in the R-MOSFET-C lin-

earity improvement technique as shown in Fig: 2.20. The loop-gain isAf if the transfer

function of the MOSFET-C integrator inside the loop isA � G1;2=sC (with the same dc

gain of the op amp), and the transfer function (for single-ended) is

�Vo
Vi

=
R2

R1

A( R1jjZX
R1jjZX+R2

)

1 + A( R1jjZX
R1jjZX+R2

)
; whereZX =

1

G3;4
jj
(

1

G1;2
+

1

sC(1 + A)

)
: (2.55)

Note that

f =
R1jjZX

R1jjZX +R2
� R1jjRX

R1jjRX +R2
; whereRX =

1

G3;4 +G1;2
=

1

2G
; (2.56)

and for the condition whereR1 = R2, f � 1=F . It is clear from the transfer function that

the ratioR2=R1 is linear, fully depending upon the linearity of passive resistors, and the

right half of the expression is in the formatT=(1 + T ). This means that all nonlinear func-

tions are inside the feedback loop where the loop-gain,T = A(R1jjZX)=(R1jjZX + R2),

reduces distortion within the bandwidth of the filter. The reduction of distortion approaches

a minimum as the input frequency approaches the corner frequency of the filter where the

magnitude of the loop-gain T becomes unity.

A graphical illustration of the implementation above is shown in Fig: 2.24. As the

MOSFET-C integrator inside the feedback loop has a unity gain frequency that is greater

than the R-MOSFET-C path by the fixed factor F according to the voltage scaling, the loop-

gainAf � A=F simply sees a scaled portion of the gain that the MOSFET-C integratorA

experiences. The plot of the loop gain is simply a shifted version of that of the MOSFET-C
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Figure 2.24 Loop Gain in R-MOSFET-C Filter

integrator, with a unity gain crossing at the -3 dB bandwidth of the R-MOSFET-C filter.

This effect of feedback on filter linearity is more conveniently understood in the sim-

ulation result of a fifth-order Bessel filter as shown in Fig: 2.25, where the R-MOSFET-C

filter achieves about 50 dB improvement over the conventional MOSFET-C filter at 2 kHz

input. (The prototype R-MOSFET-C filter has a set of varied voltage scale factors, F=2.5-

5, the details of which are discussed in Chapter 5.) The simulation was performed with

a fixed level of all component mismatches including the MOSFET resistor mismatches.

For visual identification of this improvement, Figs: 2.26 and 2.27 show the simulation re-

sults displaying a significant change in the harmonics due to the 2 kHz 4-Vp�p differential

sinusoidal input, for the standard MOSFET-C implementation and the linearity-improved

R-MOSFET-C implementation, respectively.
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Analyzing in detail the plot in Fig: 2.25, the implementation using the conventional

MOSFET-C integrators of Fig: 2.19 exhibits a constant THD independent of the frequen-

cies in the passband. But the improved implementation using the linearity-improved R-

MOSFET-C integrators of Fig: 2.20 exhibits a much lower THD, particularly at lower fre-

quencies due to the increased effect of the feedback loop gain on distortion. Near the

passband edge where the loop gain is minimized, this linearity improvement disappears,

but the R-MOSFET voltage scaling still maintains THD lower than the conventional filter

by a factor of F.
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CHAPTER 3

SELF-TUNING CIRCUIT IMPLEMENTATION

3.1 Automatic Tuning Fundamentals

In order to control accurately the RC time-constant of a filter, an electronically tunable

component is automatically tuned to a fixed reference of a known accuracy. In the case of

R-MOSFET-C design, a control voltage can vary the effective resistance of the R-MOSFET

portion to a desired value so that the time constant of the filter which defines the -3 dB

frequency of the filter will result in an accurate value. For the prototype filter implemented,

an accurate 22-kHz audio-band low-pass filter is desired.

Automatic tuning methods may be separated into two categories,direct and indirect.

Indirect tuning is quite advantageous over the direct tuning method because of its inher-

ent setup for background adjustment. Many well-known implementations have used the

indirect tuning methods [22], [25]-[27], [33]. Figure 3.1 shows a simple block diagram

describing the indirect automatic tuning implementation. As seen in the figure, the tuning

is performed in the background, allowing the filter (theslave) to operate at all times. Only

the masterportion is used to compare to the accurate reference. The drawback resides

in the master-slave matching relationship itself, which relies heavily on good component

matching between the two circuit blocks. Any mismatch between the master and the slave

will directly affect the accuracy of the desired corner frequency for the filter (the slave).
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(Master)

Reference

Figure 3.1 Indirect Automatic Tuning

The inaccuracy resulting from the mismatch can be minimized by applying the direct

tuning method as shown in Fig: 3.2. Unlike indirect tuning, the direct tuning method uses

the main circuit block itself to tune to an accurate reference. Because the filter itself (slave

in the indirect method) is tuned to the accurate reference, the inherent mismatch problem

in the master-slave configuration is eliminated. The main drawback in the direct tuning

method, on the other hand, is the foreground nature of the tuning process. Because of

this, given component variation (time-constant variation) due to temperature and aging, the

necessity of re-tuning the filter requires an interruption of the filter operation. Unless a

redundant circuit block is used to mask the circuit to appear as if the operation is unin-

terrupted (which would require an increased circuit implementation with higher cost), this

direct tuning cannot provide background adjustment.
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Filter
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Reference

Figure 3.2 Direct Automatic Tuning

Many conventional approaches reveal the use of a phase-locked control loop in a master-

slave configuration [22], [25], [26], [33]. The master is often a voltage-controlled oscillator

(VCO) or a small low-order filter that is tuned by phase locking to an external reference

frequency. This master is then used to indirectly tune the slave, which is the filter. This

method has successfully demonstrated reliable performance, but with an unnecessary com-

plexity.

3.2 Switched-Capacitor and Continuous-Time Paths Matching

A new automatic tuning approach to be described herein takes advantage of the switched-

capacitor network accuracy to implement a reference time constant [51]. The time constant

in a switched-capacitor network depends solely on capacitor matching. This switched-
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Figure 3.3 Time Constant Matching Integrator

capacitor tuning method is no different from the conventional indirect tuning method in

that it tunes the filter in the master-slave configuration where an equally satisfactory com-

ponent matching is required for an equivalent accuracy of filter tuning. However, replacing

the core of the complex tuning circuitry with a mere RC time-constant-matching circuit

greatly simplifies the task. No VCO or low-order filter is required in the master portion.

Shown in Fig: 3.3 is the time-constant-matching integrator of the linearity-improved

continuous-time path (R-MOSFET) and the switched-capacitor path. The time constant of

the continuous-time path isReqCint and that of the switched-capacitor path isCint=(fclkC1).

The mismatch of the two time constants, which simplify as the mismatch ofReq and

1=(fclkC1), is reflected at the output of the integrator. That voltage is then translated to

the control voltage of the current-steering MOSFETs. Equilibrium is reached whenReq =
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1=(fclkC1). Even though illustrated with the tunable R-MOSFET resistor (continuous-time

path), note that this time-constant-matching circuit is generally applicable to comparisons

of all continuous-time and switched-capacitor paths.

3.2.1 Differential and common-mode control voltages

The overall schematic of the tuning circuitry used in the self-tuning R-MOSFET-C fil-

ter is shown in Fig: 3.4. The lower portion of the schematic is the tuning circuitry for the

common-mode control voltage. This common-mode control voltageVCM maintains the

designed voltage scale factor F. The reference for the ratio F is simply established by the

voltage divider, and the settled common-mode voltageVCM merges with the differential

control voltageVC at the input of the op amp on the upper right portion of the schematic.

The actual time-constant matching, given the common-mode portion of the control volt-

age resulting from an independent loop, is accomplished by varying the differential control

voltage,VC = VC+ � VC�. Placing a dominant pole in the control loop by choosing

a very large productRLPCLP (alternately a largeCint can be used) establishes a stable

control. Figure 3.5 shows the transient settling of these control voltages with a low-pass

time-constant of approximately 2 msec. Among the fabricated prototype filters, the pass-

bandf�3dB standard deviation (in percent of the nominalf�3dB) is 5%, measured under a

fixed capacitance,C1, and the same reference frequency,fclk. If a greater accuracy of the

corner frequency is desired, a fine adjustment can be provided by means of either digitally

trimming the capacitor,C1, or varying the clock frequency,fclk. Having replaced the ca-

pacitorC1 by a set of binary-weighted capacitors for digital tuning as shown in Fig: 3.6,
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Figure 3.6 Digital Control for Tuning

the fine tuning for the desired corner frequency of the prototype filter can be accomplished

within a�1% absolute accuracy.
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CHAPTER 4

DYNAMIC RANGE OPTIMIZATION

In addition to the many techniques used for improving the dynamic range of an active

filter, as concisely summarized in [52], the dynamic range can be further improved after

node-voltage scaling by an optimization method which uses the chip area as the constraint

condition. Simply increasing all capacitances and reducing all resistances by the same

proportion in an active filter will maintain the identical frequency response and improve the

dynamic range by an equal proportion, but there is no true net gain in this kind of dynamic

range improvement because the chip area taken up by the capacitors is typically dominant,

especially in low-frequency filters. Thus a better focus is to maximize the dynamic range

per total chip area (approximately the total capacitance). This approximation results from

neglecting the silicon area taken up by the resistors in comparison to the area occupied by

the capacitors. This optimization problem naturally leads to a linear programming problem.

4.1 Linear Programming Conditions

In all active RC filters, in order for a filter to maintain a given frequency response as

designed, each time constant for all of the integrating signal paths has to be fixed. Shown

in Fig: 4.1 is the schematic of a fifth-order Bessel filter obtained from an LC ladder to

active RC filter transformation and node-voltage scaling [53]-[57]. A total of eleven time

constants exist in this fifth-order Bessel filter example. The time-constants are�1 = R1Ck,

�2 = R2Ck, �3 = R3Ck, up to �11 = R11Ck, whereCk is one of the five capacitors
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connected to the given resistor at a summing node. For example,C1 is connected toR1,

R2, andR8 at the summer node of the first operational amplifier.

As each equivalent noise voltage source in series with a resistor has a different gain to

the output of the filter, the total noise power of the filter at the output is proportional to a

cost function defined by

Cost =
11X
i=1

RiAi
2; (4.1)

where

Ai = Gain fromRi to the output:

The constraint condition on the other hand is

Ctotal = C1 + C2 + C3 + C4 + C5; (4.2)

whereCtotal is a constant (i.e., fixed area). EachCk can also be replaced by terms inRi

and fixed time constant�i. Also note the fact thatAi corresponding to each resistor is a

constant value at any fixed frequency, because the time constant for each RC path does not

change from the optimization (linear programming), maintaining the identical frequency

response. Even though theAi for each resistor should represent a value proportional to the

integral sum for the entire band to be precise, for simplicity, a dc gain value for each of the

resistors is used. Simulation results verify that this approximation is sufficient.

4.2 Simplification of Linear Programming Conditions

In order to set up the linear programming problem with the simplest possible set of

function variables, only five variables may be used (corresponding to five capacitors/op
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amps) in this fifth-order Bessel filter example. According to the schematic in Fig: 4.1,

arbitrarily chooseR1,R3,R4,R5, andR6, each corresponding toC1 toC5, respectively, as

the variables for the cost and constraint functions. The rest of the parameters (resistances)

can be written in terms of these chosen five variables because the ratios between the pairs

of resistors merging at the common summing node are also fixed just as the time constant

for each RC combination is fixed. The ratios are

k2 =
R2

R1
; k8 =

R8

R1
; k9 =

R9

R3
;

k10 =
R10

R4

; k11 =
R11

R5

; and k7 =
R7

R6

: (4.3)

Using the ratios above, the rest of the parameters (resistances) are defined in terms of the

five variables as

R2 = k2R1; R8 = k8R1; R9 = k9R3;

R10 = k10R4; R11 = k11R5; and R7 = k7R6: (4.4)

Another set of fixed terms, as previously mentioned, is the set of time constants, which are

�c1 = �1 = R1C1; �c2 = �3 = R3C2; �c3 = �4 = R4C3;

�c4 = �5 = R5C4; and �c5 = �6 = R6C5: (4.5)

Combining these definitions together with the original expression forCostandCtotal

leaves a simplified expression

Cost= R1(A
2
1 + k2A

2
2 + k8A

2
8) +R3(A

2
3 + k9A

2
9) +R4(A

2
4 + k10A

2
10)

+R5(A
2
5 + k11A

2
11) +R6(A

2
6 + k7A

2
7) and (4.6)
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Ctotal =
�c1
R1

+
�c2
R3

+
�c3
R4

+
�c4
R5

+
�c5
R6

: (4.7)

The cost and the constraint functions are now expressed in terms of the five chosen vari-

ables,R1, R3, R4, R5, andR6.

4.3 Linear Programming Approach and Result

Before a standard linear programming approach such as Karmarkar’s method [58] is

applied to given cost and constraint functions, some sort of linearization is necessary if

there are any functions that are not linear. As observed in Equation (4.7), the constraint

function, in the case of fixed total capacitance, is a nonlinear function. This constraint

function can be linearized by a first-order Taylor’s approximation before a standard linear

programming technique is applied. With the Taylor’s approximation expanded about~x =

~x(0), the constraint function results in the form

f(~x) = f(x1) + f(x2) + f(x3) + f(x4) + f(x5)

� f(x1(0)) + f 0(x1(0))(x1 � x1(0)) + f(x2(0)) + f 0(x2(0))(x2 � x2(0))

+f(x3(0)) + f 0(x3(0))(x3 � x3(0)) + f(x4(0)) + f 0(x4(0))(x4 � x4(0))

+f(x5(0)) + f 0(x5(0))(x5 � x5(0)); (4.8)

where

f(x1) =
�c1
x1

=
�c1
R1

; f(x2) =
�c2
x2

=
�c2
R3

; f(x3) =
�c3
x3

=
�c3
R4

;

f(x4) =
�c4
x4

=
�c4
R5

; f(x5) =
�c5
x5

=
�c5
R6

;

f 0(x1) = ��c1
x21
; f 0(x2) = ��c2

x22
; f 0(x3) = ��c3

x23
;
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f 0(x4) = ��c4
x24
; and f 0(x5) = ��c5

x25
: (4.9)

Expanding Equation (4.8) by replacing terms with expressions from (4.9) reveals

Ctotal = f(~x)

= 2f(~x(0))�
0
@�c1x1
x21(0)

+
�c2x2
x22(0)

+
�c3x3
x23(0)

+
�c4x4
x24(0)

+
�c5x5
x25(0)

1
A : (4.10)

Because2f(~x(0)) = 2Ctotal from the initial condition, (4.10) reduces to

Ctotal =

0
@ �c1
x21(0)

1
Ax1 +

0
@ �c2
x22(0)

1
Ax2 +

0
@ �c3
x23(0)

1
Ax3 +

0
@ �c4
x24(0)

1
Ax4 +

0
@ �c5
x25(0)

1
A x5: (4.11)

From (4.9) note thatx1 = R1, x2 = R3, x3 = R4, x4 = R5, andx5 = R6. Thex1(0), x2(0),

x3(0), x4(0), andx5(0) simply refer to the set of initial values to be used for the next iteration

(loop) in the execution of the linear program.

In summary, having applied the first-order Taylor’s approximation to linearize the con-

straint function, we now have a simple set of linear relationships describing the cost and

constraint functions as follows:

~c t~x = Cost and A~x = Ctotal; (4.12)

where

~c =

2
6666666666664

A2
1 + k2A

2
2 + k8A

2
8

A2
3 + k9A

2
9

A2
4 + k10A

2
10

A2
5 + k11A

2
11

A2
6 + k7A

2
7

3
7777777777775
; (4.13)

A =

2
4 �c1
x21(0)

;
�c2
x22(0)

;
�c3
x23(0)

;
�c4
x24(0)

;
�c5
x25(0)

3
5 ; and (4.14)
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~x t = [x1; x2; x3; x4; x5] : (4.15)

Using the simplified and linearized cost and constraint functions in the above, and lin-

earizing the constraint equation by the first-order Taylor’s approximation at each step of

the iteration, we may apply a modified Karmarkar’s Rescaling Algorithm [58]. The steps

of the iteration algorithm are outlined as follows:

Step 1: Calculate null-space projection.

Projection= P = ~c�
h
At(AA t)�1A

i
~c:

Step 2: Update function vector (variables).

~x(k+1) = ~x(k) � wP; where w = weight:

Step 3: Modify updated variablex5.

x5(k+1) = �c5

"
Ctotal � �c1

x1(k+1)
� �c2
x2(k+1)

� �c3
x3(k+1)

� �c4
x4(k+1)

#�1

:

Step 4: Re-linearize constraint function (then go back to Step 1).

A =

2
4 �c1
x21(k+1)

;
�c2

x22(k+1)
;

�c3
x23(k+1)

;
�c4

x24(k+1)
;

�c5
x25(k+1)

3
5 :

Note that the modification in Step 3 is necessary in order to preserve the fixedCtotal in the

next set of linearized initial conditions established in Step 4.

Directly applying the steps of the algorithm outlined in the above, using the initial

values labeled in the schematic of Fig: 4.1, a new fifth-order Bessel filter with the optimized

dynamic range via linear programming is calculated as shown in the Fig: 4.2. Note that
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Figure 4.3 Optimization Convergence

despite changes in the sizes of resistors and capacitors (and total capacitance unchanged),

the filter displays exactly the same frequency response as the previous filter shown in Fig:

4.1. The rapid convergence of this linearized optimization technique is shown in Fig: 4.3,

which displays an incremental improvement in the total noise power.

The equivalent noise at the output of the optimized filter is plotted in Fig: 4.4. The plot

shows a further improvement of about 0.7 dB over the standard node-voltage scaled filter.

Even though the improvement is not very large, it partly compensates for the incremental

reduction of the dynamic range resulting from the linearity improvement technique at no
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other cost. A more rigorous linear programming approach can also be implemented by

considering the area taken up by the resistors and the influence of the voltage scaling, F, by

including the information in the constraint and cost functions. As a whole, this optimization

method has shown that, in general, the dynamic range of an active filter can be improved

by applying a commonly used linear programming approach with a flexible user-defined

constraint function (in this example a fixed total capacitance).
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CHAPTER 5

DESIGN OF FIFTH-ORDER BESSEL FILTER

Taking the standard design approach of an active RC filter, derived from the passive LC

ladder filter implementation, and then applying newly added transformations and adjust-

ments required for the low-distortion R-MOSFET-C filter implementation, an audio-band

(22-kHz) fifth-order Bessel filter is designed and implemented. The filter implementation,

down to the level of sizing polygons (layout), had to consider the detailed specification of

the Orbit 2-�m Double-Poly N-Well process to appropriately take into account the process

and temperature variations of the device parameters. This insures that the designed tunable

filter can be self-tuned to a 22-kHz pass band. In the prototype filter, the voltage-scaled fac-

tor F varied between 2.5 to 5 (a fixed value for each of the integrators) is implemented for

the purpose of THD optimization. Adequate details of the design process will be discussed

in this chapter starting from the description of the standard active filter implementation that

is familiar to many, continuing to the illustrations for the newly added steps in the design

process unique to this R-MOSFET-C filter. Finally, some circuit details such as op amp

and bias circuits (automatic tuning circuit already discussed in Chapter 3) will be discussed

with corresponding simulation results extending to the overall filter characteristic.

5.1 Standard Active Filter Design

Among the many active filter design methods, the most commonly used configurations

consist of cascaded biquads which is built based on a given set of pole locations, and an
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Figure 5.1 Fifth-order LC Ladder Filter

active RC filter derived from the passive LC ladder filter coefficients that are easily obtained

from numerous references [53]-[55]. For the prototype filter implemented, the approach

derived from the passive LC ladder filter is used. This LC ladder filter implementation

is commonly used because of its reduced sensitivity to circuit parameter and coefficient

uncertainties [59], [60].

5.1.1 LC ladder to active RC transformation

The fifth-order Bessel LC ladder filter is shown in Fig: 5.1, where the coefficients can

be obtained from [53]-[55]. In the LC-ladder-to-active-RC transformation, each of the

blocks delineated by dotted lines in the figure is analyzed in detail. Expressing each circuit

description in terms of the key variablesI1, V2, I3, V4, andI5,

I1 =
1

R + sL1

[Vin � V2] ;

V2 =
1

sC2

[I1 � I3] ;

I3 =
1

sL3

[V2 � V3] ;
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V4 =
1

sC4
[I3 � I5] ;

I5 =
1

R + sL5
[V4] ; and

Vout = R [I5] : (5.1)

For the normalized coefficients, whereR = 1, these simplify further to

I1 =
1

1 + sL1
[Vin � V2] ;

V2 =
1

sC2
[I1 � I3] ;

I3 =
1

sL3
[V2 � V3] ;

V4 =
1

sC4
[I3 � I5] ;

I5 =
1

1 + sL5
[V4] ; and

Vout = I5: (5.2)

The systematic configuration equivalent to the expressions given in the above can be

arranged in the “leapfrog” configuration as shown in Fig: 5.2. The schematic composed

of these symbolic functional blocks and summing nodes (equivalently a signal-flow graph

may be used) is mathematically identical to the description of the LC ladder filter from

which the equations were derived. From the leapfrog configuration, we can observe that

there are two types of unique functional blocks. One is a simple integrator in the form

of 1=sC and the other is1=(1 + sC). The latter form refers to the transfer function of a

damped integrator. The circuit implementation examples for the integrator and the damped

integrator are shown in Figs: 5.3 and 5.4. For the integrator shown in Fig: 5.3, using the
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normalized resistor valueR = 1, the input-to-output voltage transfer function isVo=Vi =

1=sC, and for the damped integrator shown in Fig: 5.4, the transfer function isVo=Vi =

1=(1 + sC), again using normalized resistors ofR = 1.
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Table 5.1 Fifth-order Bessel LC Ladder Filter Coefficients

Normalized LC

R 1.0

L1 0.1743

C2 0.5072

L3 0.8040

C4 1.1110

L5 2.2582

By placing circuit blocks duplicating these two integrators in the corresponding places

with the correct coefficient adjustments, one can build an active RC network describing

the exact filtering function equal to the LC network of Fig: 5.1. The fifth-order active

RC (single-ended version) filter is shown in Fig: 5.5. The inverting (-1) functional blocks

intended to maintain the correct polarity can be implemented by a simple inverting con-

figuration of a resistive feedback op amp resulting in unity gain. In the case of a fully

differential filter implementation, these extra inverting stages are no longer needed because

the fully differential architecture provides and uses both the inverting and noninverting

terminals simultaneously.

The normalized coefficients given for a fifth-order Bessel filter, extracted from [54],

are shown in Table 5.1. When transformed to the active RC configuration as previously

discussed, the inductor and capacitor coefficients shown in Table 5.1 really refer to the ca-

pacitors in the active RC setup. In addition, an adjustment has to be made to the capacitors

and resistors in order to scale the corner frequency to some value other than 1 rad/sec as

given in the normalized LC. The adjustment can be made to either one or both sets of re-
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Table 5.2 Filter Coefficients Scaled for 22-kHz

Normalized Scaled-A Scaled-B

R 1.0
 1.0
 81.5k


C1 0.1743F 1.261�F 15.5pF

C2 0.5072F 3.669�F 45.0pF

C3 0.8040F 5.816�F 71.4pF

C4 1.1110F 8.037�F 98.6pF

C5 2.2582F 16.336�F 200pF

sistors and capacitors. Two sets of scaling for the 22-kHz audio-band corner frequency are

shown in the Table 5.2. The first set of scaling (Scaled-A) is done in a very straightfor-

ward way by increasing all capacitors by the factor, (2�)22k, but the second set of scaling

(Scaled-B) uses more reasonably sized capacitors feasible for IC implementation. The

fully differential implementation for the fifth-order Bessel filter is shown in Fig: 5.6. The

coefficients (resistors and capacitors) reflect the scaled version in the last column of Table

5.2.

5.1.2 Node-voltage scaling

A standard approach to dynamic range improvement that is widely applied in active

filter designs is node-voltage scaling. It is mentioned in many references [53]-[57], and a

specific example applied directly to this fifth-order Bessel filter design is described in this

section.

Analyzing the filter shown in Fig: 5.6, with the corner frequency of the filter normalized

to 22-kHz, we find that each output of the five op amps has a frequency-dependent swing
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Figure 5.7 Frequency Response of Fifth-order Bessel Filter

dB

that is not quite optimized (i.e., normalized) for maximum dynamic range. Figure 5.7

displays the frequency response of the filter, with each of the five traces representing the

output nodes of the five op amps. Because the op amps used in the active filter have a

limited amount of voltage swing, it is desirable to utilize their maximum signal swing

for the maximum dynamic range (SNR). For example, in the plot shown in Fig: 5.7, the

maximum swing (over frequency) at the output node (Vout) is approximately 6 dB below

0 dB. Thus the last op amp driving the output only utilizes half of its maximum swing

capability. Byraising this transfer function from the input to the last op amp output (Vout)

up to 0 dB, the output swing can be approximately doubled (6 dB increase). Similarly, all
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outputs of the op amps can be normalized (either by raising or lowering the transfer curve)

so that the peak swing over all frequencies of each of the op amp output nodes will line up

at 0 dB.

This kind of raising or lowering of the transfer curve (only the constant magnitude

change over all frequencies) without affecting the frequency-dependent response, the node-

voltage scaling, is done simply by scaling the resistors and capacitor connected at each

of the output nodes with the amount of shift (raise or lower) desired. For example, in

reference to the schematic in Fig: 5.6, at the output of the last op amp (Vout), the capacitor

C5, currently 200 pF, is halved to 100 pF, and the resistorsR7 andR11 are doubled. This

kind of scaling of the components is repeated for all op amp outputs. For the condition

in which the transfer curve is to be lowered (atV2 for example), the capacitor would be

increased and the resistors decreased by the ratio needed for correction.

Once the node-voltage scaling is complete, as the frequency response shows in Fig: 5.8,

the peaks of the magnitudes of all transfer curves are normalized to 0 dB, while there is

no change in the frequency-dependent response. The schematic of this node-voltage scaled

fifth-order Bessel filter has already been shown in Fig: 4.1.

5.2 Added Features in the R-MOSFET-C Filter

Because of the novel implementation of the R-MOSFET-C filter design, using passive

resistors and MOSFETs in combination as tunable resistance elements for high linearity,

a few additional steps are taken in the design process. One of these additions is simply

the active RC to R-MOSFET-C transformation, and the second is a minor THD optimiza-
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tion method namedconstant-voltageR-MOSFET scaling. Both of these enhancements

take place after a standard active RC filter has been designed. Thus, in most cases, an

experienced filter designer can simply add on these changes to his existing design. Before

describing these additional steps in detail, recall that in the design of this prototype filter

the dynamic optimization method using the linear programming approach as discussed in

Chapter 4 takes place before these additional changes.

5.2.1 Active RC to R-MOSFET-C transformation

As discussed in Chapter 2 with a particular focus on the R-MOSFET portion, each of

the resistors in an active RC filter implementation must undergo a transformation resulting

in a variable R-MOSFET resistor and a highly linear R-MOSFET-C implementation. In the

example shown in Fig: 5.9, the R-MOSFET combination,R+RX , represents a sum that is

equal to the original single resistor, 10 k
 (in the standard RC), and the capacitor value, 10

pF (arbitrary), stays unchanged. Because the parallel combination of the two MOSFETs

in triode,RX , is independent of the frequency tuning differential control voltage,VC , the

voltage scale factor,F = [R + RX ]=RX , is maintained at anyVC , and this differential

control voltage tunes the variable resistance by current shunting. Once this active RC to R-

MOSFET-C transformation has taken place in either the criss-cross or the current-dumping

configuration (discussed in Section 2.2), the multiple-input loading effect is compensated

by adjusting the size of the passive resistors as discussed in detail in Section 2.2.3.
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Figure 5.9 Active RC to R-MOSFET-C Transformation

5.2.2 Constant-voltage R-MOSFET scaling

Even though one can choose a constantratio for the R-MOSFET voltage scaling uni-

formly throughout the filter (recall from the example in the preceding section thatF =

[R + RX ]=RX ), a more optimum choice of voltage scale factor, F, can be used for each

of the summing nodes in order to minimize the larger noise due to a larger F. This noise

and voltage scale factor trade-off relationship has been discussed in Section 2.2.2. The

optimum choice of voltage scale factor, F, can be achieved by applying a constant-voltage

R-MOSFET scaling. This approach ensures a fixed amount of voltage swing across the

MOSFETs (which is approximately proportional to distortion) rather than allowing one

tuning element to have the largest signal swing, thereby causing it to be the dominant

source of distortion. Shown in Fig: 5.10 is a graphical illustration of this method. The

illustration in Fig: 5.10(a) shows that the node B of the constant-ratio scaling results in an
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Figure 5.10 Constant-Ratio vs. Constant-Voltage Scaling

unnecessarily small voltage swing across the MOSFETs. On the other hand, for node B in

Fig: 5.10(b), the constant-voltage scaling allows the signal swing across the MOSFETs to

be comparable to that for node A. The net result is an improvement in the dynamic range

due to the reduced F at the particular node B with a negligible sacrifice in the linearity

performance.

This constant-voltage scaling method really narrows down to shifting the weight of

linearity versus dynamic range optimization towards the lower frequency portion of the

filter. Even though each of the op amp output nodes are node-voltage scaled to the 0

dB level as explained in Section 5.1.2, for most of the pass band, the signal level is well

below 0 dB for many of these nodes. This was shown earlier in Fig:5.8. In the prototype

filter implemented, a set of constant-voltage scaling factors was chosen with approximate

measures and the final choice was made based on a wide range of iterative simulation

results. The end result of this constant-voltage scaling (F=2.5-5) on dynamic range and
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distortion has been presented in Figs: 2.15 and 2.25. These results can now be observed in

the context of the constant-ratio scaling (fixed at F=5). Figure 5.11 shows the improvement

of equivalent noise at the output of the filter for the case of varied voltage scale factor,

F=2.5-5, from a fixed value, F=5. Also, the simulation result shown in Fig: 5.12 is the

amount of linearity performance that was “sacrificed” for the varied voltage scale factor,

F=2.5-5, in comparison to a fixed voltage scale factor, F=5. The meaning of the term

“negligible sacrifice” is less clear here, and the choice becomes more of a specific design

issue, but a similar approach to improve the dynamic range using a fixed voltage scaling

factor can not achieve the same linearity performance obtained by this constant-voltage
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R-MOSFET scaling.

5.3 Circuit Description

The schematic for the final implementation of the prototype fifth-order Bessel filter

using the linearity improvement technique is shown in Fig: 5.13. The box with the cross-

ing arrows indicates the current steering portion of the variable resistance stage with the

current-dumping topology (see Section 2.2.1 for details), and the voltage scale factor, F,

given at each of the tunable elements, is the value assigned according to the constant-

voltage scaling (see Section 5.2.2). As observed in the preceding section, the progression

of the filter coefficients reflects a series of transformations, as summarized in Table 5.3.

Table 5.3 captures the changes of the coefficients starting from the LC ladder filter. The

columns further summarize the LC-ladder-to-active-RC transformation, node-voltage scal-

ing, dynamic range optimization by linear programming (Chapter 4), and, finally, active RC

to R-MOSFET-C transformation. The direct schematic representation of the coefficients in

the last column is the filter shown in Fig: 5.13.

Other circuit blocks of interest, to be described in the following, include a high-gain

operational amplifier, a dc-current bias, and a right-half-plane zero-cancellation bias cir-

cuit, and a few miscellaneous blocks such as noncritical single-ended op amps used in the

automatic tuning circuit, tunable current-steering MOSFETs in triode, and a nonoverlap-

ping clock generator. The automatic tuning circuitry as a whole has already been discussed

in detail in Chapter 3, and a similar discusssion will not be repeated here.
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Table 5.3 Progression of Filter Coefficients

LC RC NS Optimized R-MOSFET-C

L1=0.1743 C1=15.5pF 15.6pF 43.1pF 43.1pF

C2=0.5072 C2=45.0pF 48.4pF 62.3pF 62.3pF

L3=0.8040 C3=71.4pF 76.0pF 75.8pF 75.8pF

C4=1.1110 C4=98.6pF 86.6pF 72.4pF 72.4pF

L5=2.2582 C5=200pF 100pF 73.2pF 73.2pF

R=1.0000 R=81.5k
 R1=81.5k
 29.5k
 12.6k


R2=80.9k
 29.3k
 12.5k


R3=80.9k
 62.9k
 22.1k


R4=75.8k
 76.0k
 30.0k


R5=76.5k
 91.5k
 37.7k


R6=92.8k
 127k
 87.1k


R7=163k
 223k
 153k


R8=75.8
 27.4k
 11.7k


R9=76.5k
 59.5k
 20.9k


R10=92.8k
 93.1k
 36.7k


R11=163k
 195k
 80.4k
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Figure 5.14 Two-stage Operational Amplifier

5.3.1 Operational amplifier

A two-stage, high-gain operational amplifier was chosen in the design to minimize the

distortion of the filter that would result from the op amps. The operational amplifier with

its frequency compensation network (standard Miller compensation with right-half-plane

zero cancellation) is shown in Fig: 5.14. For the right-half-plane zero cancellation, some

“tweaking” was necessary using simulation results. As shown in the simulation results

in Figs: 5.15 and 5.16, this two-stage(gmro)
3 gain op amp displays a dc gain of 98 dB,

a 27-MHz unity-gain bandwidth, and a69o phase margin. These frequency responses

include loading effects at the output of the op amp in an active filter implementation. The

simulation results have shown that the open-loop transfer function of the op amp (in the
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“linear” range) has a THD of about -40 dB, but because the op amp operates under a nearly

unity-gain closed-loop configuration in the filter setting, the distortion resulting from the op

amp is reduced by the amount of the loop gain. For the signals in the audio band (22-kHz),

this 27-MHz unity-gain op amp sees a loop gain of at least 60 dB (and even more towards

lower frequencies since the dc gain is 98 dB), and the THD resulting from the op amp in

the closed-loop configuration is expected to be below -100 dB.

In combination with the resistors (25 k
 each) used in the common-mode feedback

portion, the source-follower output buffer stage of the op amp is able to drive up to 4 k


(each output node) for a maximum 2Vp�p swing (4Vp�p differential) by running 400�A

in each branch. The sum of all currents in the op amp is 1.5 mA, resulting in a total power

consumption of 7.5 mW per op amp with a 5-V supply.

A single common-mode feedback control is used in this op amp design for simplicity

even though one can implement a two-stage design with two sets of common-mode feed-

backs controlling the floating output nodes of the first and second stages separately. An-

other convenient feature of this single common-mode feedback control is that the common-

mode loop sees the same frequency compensation network of the signal path. Some resiz-

ing of the transistors might be necessary in the common-mode loop in order to insure a

comfortable margin of stability of the common-mode feedback loop. The magnitude and

phase frequency response simulations of the common-mode loop show a dc gain of 97 dB

and the phase margin of78o at the unity-gain frequency of 10-MHz.
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5.3.2 Bias circuit

Straightforward cascoded maximum-signal-swing bias circuitry is implemented as shown

in Fig: 5.17. This bias circuit feeds all current sources on the chip, and the bias voltage for

the zero-cancellation portion of the frequency compensation network is also generated here.

The ultimate reference current is set by an external resistor about the size of 25 k
,

which should yield approximately a 100�A reference value. And by simple transistor

stacking, using a ratio of 1/5 (ideally 1/4 with an added safety margin), the NB2 node is

set atVth +
p
5�, where� is the gate access voltage,VGS � Vth, of the bottom transistors

(current sources). As seen in the op amp of Fig: 5.14, when this node NB2 biases the

cascode transistor, theVDS of the bottom transistor current source biased by the node NB1

becomes

(Vth +
p
5�)� (Vth +�) = (

p
5� 1)�:

This would just be� if the simple ideal ratio 1/4 is used in the transistor stacking. The
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net result is maximum signal swing allowed in the use of the cascode while insuring that

the current sources stay out of the triode region of operation. The upper portion of the bias

circuit should also be set up by a similar method, but a “lazy” method has been chosen in

this case, setting up approximately aVth +
p
5� voltage drop from the positive supply to

the node PB2. Depending upon the size of voltage supplies, the channel length modulation

effect (�) may have to be taken into account.

The other bias voltage to note is the node ZB, where it biases the zero-cancellation part

of the op amps that are used in the filter portion of the chip. Transistor stacking attempts to

replicate the transconductance,Gm2, of the second stage of the op amp. Some “tweaking”

was necessary according to simulation results.

5.3.3 Miscellaneous circuit blocks

A part of the remaining circuit implementation includes standard two-stage differential-

input single-ended output Miller-compensated op amps (shown in Fig: 5.18) used in various

portions of the automatic tuning circuitry and a single-transistor buffer (shown in Fig: 5.19).

In reference to the automatic tuning circuitry shown in Fig: 3.4, the op amp with the unity

feedback drivingVC+ refers to the single-transistor buffer. And for the singled-ended op

amp of Fig: 5.18, various forms are implemented including an op amp with an N-channel

source-follower buffer instead of the P-channel buffer as shown in the figure. A similar

op amp without the source follower is also used when driving a purely capacitive load.

Given that the performances of these stages are not very critical, these circuit blocks take

up only a small proportion of the layout space and consume a negligible amount of power
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Figure 5.21 Current-steering MOSFETs in Triode

(in comparison to the op amps used in the filter).

The logic-level schematic of the nonoverlapping clock generator driving the switched-

capacitor portion (in the automatic tuning circuitry) and the current-steering MOSFETs

in triode (the box with crossing arrows in Fig: 5.13) are shown in Figs: 5.20 and 5.21,

respectively. The sizes of the current-steering MOSFETs at each of the op amp summing

nodes vary betweenW=L = 15=30 andW=L = 97=30. The ratios between them are more

crucial here as the common-mode control voltage,VCM , takes care of the absolute values

by adjusting to the desired voltage scaling factor, F. This is discussed in Section 3.2.1.

Also note that the first two MOSFETs on the left whichdumpthe currents are not tied to

the signal ground. Because of the inherent symmetry of the differential architecture, the
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sources of these MOSFETs are allowed to float. The cancellation of differential currents

maintains this node very close to the signal ground without any ill effects.

5.4 Simulation Results

Drawing directly upon the circuit description of the preceding section, various simu-

lation results were obtained. In the simulations of this Bessel filter, extended-precision

numerical calculations were used with a particular interest in harmonic distortion results.

Given the high-gain operational amplifier design, the main source of distortion is expected

to be the MOSFET transistors, and the passive resistors are assumed to be linear. The key

focus in the simulation results is not so much on the absolute quantities but on the relative

change, either an improvement or a degradation, from a meaningful reference.

The resulting frequency response of the filter, in comparison to an all-passive-resistor

active RC filter, is shown in Fig: 5.22. The tuning capability from a normalized frequency

f�3dB of about 1 to 3 is demonstrated. For the same tuning range, Fig: 5.23 displays its

maximally flat group delay characteristic of the Bessel filter. The comparison to an active

RC verifies the proper operation of the R-MOSFET-C implementation. The differences in

the frequency response are nearly indistinguishable, and the fixed group delay observed in

the passband is close to ideal.

Regarding simulation results for the performance measure of linearity, we may recall

a few figures from Chapter 2. The differences between Figs: 2.26 and Fig: 2.27 show

a considerable improvement in linearity for the R-MOSFET-C implementation from the

exemplary comparison, the MOSFET-C filter. These results refer to a 4Vp�p differential
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input at 2 kHz. In the simulation, a 1% mismatch ofW=L, �, VthO and was assumed

in the worst-case combination to cover a reasonable range of mismatch. As presented in

Chapter 2 in the context of linearity improvement, the THD at different input frequencies is

plotted in Fig: 2.25, where the R-MOSFET-C filter achieves about 50 dB improvement over

the conventional MOSFET-C filter at 2 kHz 4Vp�p differential input. Note, once again, the

effect of the feedback loop gain on distortion. As the input frequency approaches the filter

pass-band edge, the loop gain is reduced and the distortion increases.

Other various simulation results relating to total equivalent output noise, automatic tun-

ing circuitry, and dynamic range optimization were presented in Sections 2.2.2, 3.2, and

4.3. Finally, the true measure of performance, the laboratory measurements of the proto-

type filter, are presented in the following chapter.
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CHAPTER 6

EXPERIMENTAL RESULTS

Considering the process and temperature variations of the device parameters and the

loading effect of the multiple inputs, an audio-band (22 kHz) fifth-order Bessel filter with a

voltage scaling factor, F, varied between 2.5 to 5 (a fixed value for each of the integrators–

Section 5.2.2) was designed and fabricated using a double-poly 2-�m CMOS technology.

The design steps include an LC ladder to active RC filter transformation, node-voltage

scaling, dynamic range optimization with area constraint (Chapter 4), and finally active

RC to R-MOSFET-C transformation using constant-voltage scaling (material covered in

Chapter 5). In the design verification phase of the Bessel filter, simulations were performed

using extended precision in numerical calculations with a particular interest in harmonic

distortion results. The measurements presented in this chapter are in good agreement with

the predicted results from the simulation (Section 5.4).

Recall that the schematic in Fig: 5.13 is the final prototype R-MOSFET-C fifth-order

Bessel filter using the linearity-improvement technique. The box with the crossing arrows

is the current-steering portion of the variable resistance stage, and the voltage scale factor,

F, given at each of the tunable elements, is the value assigned according to the constant-

voltage scaling. Two-stage fully differential operational amplifiers with approximately 98

dB dc gain, 27 MHz unity-gain bandwidth, and69o phase margin (from simulation) are

used in the filter (see Section 5.3.1 for details). Because of the use of these high-gain
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Figure 6.1 Die Photo of the Chip

op amps in the filter, the majority of the distortion is expected to come from the MOS

transistors operating in triode, and the passive resistors (undoped poly) are also expected to

be sufficiently linear. Shown in Fig: 6.1 is a microphotograph of this fifth-order Bessel filter.

The upper portion is composed of the five R-MOSFET-C integrators including the passive

components (R’s and C’s), and the lower portion consists of the filter tuning circuitry and

the bias circuit.

The measured frequency responses shown in Fig: 6.2 demonstrate the tunability of the

filter. Three different corner frequencies are chosen by using different digital word settings

for the set of binary-weighted capacitors which take the place ofC1 in Fig: 3.4 (discussed
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Figure 6.2 Measured Frequency Responses with Tuning
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Figure 6.3 Pass-band Flatness

in Chapter 3). The control of the corner frequency can also be accommodated by changing

the input reference clock, which is fixed at about 1 MHz in this test setup. Shown in Fig:

6.3 is the expanded pass band for flatness measurement, with the identical setting of the

corner frequencies displayed in Fig: 6.2. As observed from the figure, the measured pass-

band deviation is about 0.1 dB. The constant group delay of the Bessel filter can also be

observed in Fig: 6.4. Again, the corner frequencies are the same but the plot is shown on

a linear frequency scale. The group delay is sufficiently flat within the given pass-band for

each frequency setting, displaying a variation limited to no more than 1�sec.

Shifting attention to the figures relating to linearity measurements, the output spectrum
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Figure 6.4 Measured Group Delay with Linear Frequency
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Figure 6.5 Measured Output Spectrum (2-kHz Tone)

in reference to a 2-kHz 4-Vp�p input is shown in Fig: 6.5. The output displays a very pure

2-kHz tone showing no distortion above -90 dB in reference to the input signal, bounded by

the limited resolution of the spectrum analyzer at that level. Using a separate distortion an-

alyzer, the measured THD versus input frequency is shown in Fig: 6.6. In the measurement

taken forf�3dB=22kHz (solid line), the plot verifies a close agreement with the simulation

result of Fig: 2.25. The input signal is fixed at 4-Vp�p differential. As anticipated, this plot

captures the effect of the feedback loop gain on distortion. Consider again the solid line

representing the 22 kHz corner frequency setting. As the input frequency approaches the

filter pass-band edge, the loop gain is reduced and the distortion increases. Also in this



104

4Vp-p (fc=22kHz)

4Vp-p (fc=32kHz)

Frequency (kHz)

-100.00

-95.00

-90.00

-85.00

-80.00

-75.00

-70.00

-65.00

-60.00

0.00 5.00 10.00 15.00 20.00

Figure 6.6 Measured THD vs. Frequency

T
H

D
 (

dB
)



105

Figure 6.7 Measured Clock Feedthrough

figure, the two separate lines represent the two different control voltages set to place the

f�3dB at 22 kHz and 32 kHz. Even though the THD partially depends on the control volt-

age itself, THD improvement resulting from the widening of the filter bandwidth is also

observed in this plot. This implies that for an oversampling digital-audio application, if

f�3dB can be allowed to be higher than the audio-band (22 kHz), an even greater linearity

in the audio-band (frequencies of interest) is feasible.

Finally, while the clock feedthrough coming from the tuning loop is unseen at the output

of the filter at the level of about 90 dB resolution, with an expanded frequency window

and without the presence of the input signal, a measurement is made at below -100 dB

(10 �Vrms) as shown in Fig: 6.7. Table 6.1 summarizes the measured performance of the
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Table 6.1 Summary of Measured Performance

Technology 2� double poly CMOS

Filter type 5th-order Bessel

Cutoff frequency 22kHz

Tunable range 2kHz - 35kHz

Pass bandf�3dB (std. dev.) 5%

Pass-band deviation 0.1dB

Group delay 19� 0.5�sec

Control voltage feedthrough 10�Vrms

THD (4Vp�p, 2kHz input) -90dB

SNR 83dB

CMRR (flat across spectrum) 58dB

PSRR+ (worst at 10kHz) 58dB

PSRR- (worst at low freq) 47dB

Power supply 5V

Power consumption 40mW

Active die area 7mm2

prototype filter.
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CHAPTER 7

HIGH-FREQUENCY R-MOSFET-C FILTER CONSIDERATIONS

The architectural setting of the R-MOSFET-C filter has been shown to be an extended

modification of the MOSFET-C filter [28], which is built on a framework nearly identical to

that for the standard RC active filters. It is common knowledge that this kind of filter driving

low-impedance loads requires low output impedance and high gain-bandwidth product op-

erational amplifiers for high-frequency applications. For this reason, most high-frequency

applications have chosen the Gm-C (or OTA-C) filter approach [22]-[25], [31]-[36]. Just as

all modifications of standard RC filter techniques suffer from these drawbacks (the require-

ment for high-gain and low output impedance op amps), the R-MOSFET-C filters face the

same set of obstacles.

7.1 Op Amp Bandwidth Limitation

The extra phase lag and phase lead due to the finite op amp gain bandwidth and dc

gain, respectively, cause nonideal behavior in the integrator. These defects in the building

blocks of active filters are considered in many references [22], [23], [31]-[33], [47], [48],

[61], [62]. The discussions are often in the context of Gm stages, but the principle applies

equally to the op amps in the active RC architecture. In summary, the nonideal behaviors

are the peaking and drooping effects in the passband towards the -3 dB corner frequency
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due to phase lag and phase lead of the integrators, respectively. Also discussed in the same

references are various techniques applied in order to compensate for these nonideal effects.

While the phase correction techniques discussed in the references vary in style from

choosing optimal device sizes for the cancellation of leading and lagging phases between

the dc gain (phase-lead) error and the finite gain-bandwidth (phase-lag) error [22], to intro-

ducing extra phase lead and lag Q-control circuitry [33], the common concept used among

all is simply the placement of a zero that would cancel the phase-lagging portion. As high-

frequency filter design pushes towards the upper limit of a given technology, the common

phase-error problem is the phase lag due to the the nondominant poles of the integrator.

Among the techniques available for phase correction, perhaps the simplest and the most

natural way to introduce the extra phase lead is to place a tunable resistor in series with

the integrating capacitor [31]. This is shown in Fig: 7.1 in the context of an R-MOSFET-C

first-order filter. The nonlinear components are inside the feedback loop and on the forward
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path; thus, the reduction of distortion by the feedback loop gain is in place. The addition of

a zero for phase lead as shown would require some sort of an automatic Q-control circuit

similar to [33].

A small variation of the R-MOSFET-C structure can also introduce an additional zero

for phase-lead compensation. The schematic shown in Fig: 7.2 has the the current steer-

ing element, the four current-steering MOSFETs in triode, lumped with the integrating

capacitors instead. This arrangement in the context of digital trimming is described in [1],

referred to in this setup as the R-MC integrator/filter. Just as there were design choices

for the current-steering portion (criss-cross versus current-dumping) in the prototype R-

MOSFET-C filter, this R-MC design may also use the current-dumping block in place of

the criss-cross configuration as shown in the figure. This R-MC arrangement does not ex-

perience the multiple-input loading effect as in the standard R-MOSFET resistance stage
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(discussed in Section 2.2.3), yet the noise increase due to the current-steering MOSFETs

(Section 2.2.2) still has to be considered. For the Q-control of the filter, the common-mode

portion of the control voltage,VC , can be adjusted.

7.2 High-Frequency Limitation of MOSFETs in Triode

In addition to the phase lag resulting from the nonideal finite gain bandwidth of the

operational amplifiers used in the filter, one must also consider the frequency limitations

of the MOSFETs operating in triode. Modeling the MOSFET in triode as a distributed

RC element (i.e., RC transmission line), an extensive analysis and application example of

the MOSFET in triode have been reported [61], [62]. It was further shown in [61] that

the MOSFETs that are arranged in the cross-coupled configuration (Fig: 2.2) experience

an inherent cancellation of the high-frequency phase lag. But as the author points out, the

theory is valid only within the bounds of modeling assumptions. If these derived results

of [61] are applied directly to the R-MOSFET-C filter, the criss-cross configuration (Fig:

2.9) would be free from such high-frequency effects. This benefit does not extend to the

current-dumping configuration (Fig: 2.11). The fact remains that MOSFETs in triode will

suffer from some kind of extra phase lag.

A similar set of phase correction techniques as discussed in the previous section can be

applied to make up for the extra phase lag from the MOSFETs in triode. The aggregate

phase-lag effect from the finite gain bandwidth of the op amp and the distributed RC nature

of the MOSFETs as a whole can be corrected by the Q-control.



111

7.3 Driving Low-Impedance Loads

As the requirement of the op amp gain bandwidth increases for the higher frequency fil-

ter design (approaching the limit of the technology available), naturally the op amps would

require large currents in order to satisfy maximum gain bandwidth [32]. Because of the

inherent low-impedance loads due to smaller RC time constants for a fixed dynamic range

(i.e., fixedC), the commonly implemented output buffers (source followers) specifically

in CMOS technology would have to become wider and run higher currents to make up for

the loading. This kind of output buffer would further work against the gain-bandwidth and

power consumption concerns. These issues are common to all op amp-based active filters,

including the R-MOSFET-C filters. For this reason, the Gm-C (or OTA-C) type filters are

preferred in general in the design of high-frequency filters, but the linearity performance is

bound by the Gm (or OTA) portion that is made of inherently nonlinear components.

In the recent attempt to achieve high linearity by implementing a fixed-value highly

linear Gm stage, in conjunction with a tunable Gilbert cell in the forward path inside a

feedback loop, the linearity reported for the 8-MHz low-pass filter is -79dB THD for a

1-MHz 5 Vp�p differential input in a 10-V system [35]. The signal swing is limited for

the given 10-V system and the technology used was a rather expensive 2.5-GHz BiCMOS

process with thin-film resistors, but the topology is quite similar to that for the R-MOSFET-

C technique in that current-steering elements (Gilbert cells) are used for tuning and placed

inside feedback loops. The linearity limitation is expected to come from the fixed-value

Gm stages.
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CHAPTER 8

CONCLUSIONS

One of the key driving factors for the study and the invention of the R-MOSFET-C filter

was the challenge of implementing a highly linear filter using a basic CMOS technology.

Previous work, especially in CMOS, falls far short of the very demanding linearity perfor-

mance required by some applications such as digital audio. The measured performance of

the prototype R-MOSFET-C filter has demonstrated the feasibility of digital-audio filters

in CMOS and further extends the low-distortion capabilities of continuous-time CMOS

filters.

This thesis describes a method of building a highly linear tunable continuous-time fil-

ter, given the name R-MOSFET-C filter. The linearity improvement technique was shown

to reduce the signal swing across the nonlinear tunable devices by the voltage scale factor,

F, and the feedback loops, in an active filter configuration, which encircles the nonlinear

current-steering MOSFETs, further reduces the THD by the amount of loop gain (details in

Chapter 2). This R-MOSFET-C linearity improvement technique shows a great improve-

ment in the THD measure at the cost of a slight increase in noise power. For the worst-case

simulation, with a 2 kHz, 4Vp�p differential input, the result yields a 50 dB improvement

in THD over the conventional MOSFET-C filter with a 2 dB higher noise floor in a fifth-

order Bessel filter example. The measured THD is better than -90 dB with a 2 kHz, 4Vp�p

differential input for the prototype 22 kHz Bessel filter.
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An automatic tuning implementation, utilizing the time constant of a switched capacitor

as the accurate reference, was shown to simplify the tuning circuitry greatly (Chapter 3).

This automatic tuning implementation can be applied generally for any continuous-time

versus discrete-time (switched-capacitor) comparison. The self-tuning block implemented

in the prototype filter demonstrates a 5% standard deviation for the passbandf�3dB among

the fabricated chips. A four-bit digital word for frequency control further accommodates

fine tuning down to�1% accuracy.

An iterative dynamic range optimization method via linear programming, given the

fixed total capacitance constraint (approximation for the total silicon area), yields an in-

cremental improvement (Chapter 4), which partly compensates for the minor degradation

(details in Section 2.2.2) of the dynamic range resulting from the R-MOSFET-C linearity

improvement technique. This dynamic range optimization approach can be applied in gen-

eral to all active filter designs, and the details of the method may be broadened by building

on the cost and constraint conditions.

As mentioned in Chapter 7, there are a few drawbacks to this R-MOSFET-C structure

relating to high-frequency filter considerations and limitations, as they are common con-

cerns to all op-amp-based active filters (e.g., active RC and MOSFET-C). As the demand

for higher frequency and better linearity performance increases, and efforts continue to pro-

duce smaller and lower power ICs, it is desirable to develop new design techniques which

produce high-linearity filters that do not have the drawbacks discussed in Chapter 7. The

disadvantages are limited op amp gain-bandwidth, frequency limitation of MOSFETs in tri-
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ode, and increased power consumption for wide-band op amps and low-impedance loads.

One attempt [35] uses highly linear fixed-value Gm stages with the filter tuning controlled

by current-steering Gilbert cells. Even though the authors do not point this out explicitly,

the Gilbert cells reside in the forward paths inside feedback loops, thus experiencing re-

duction of distortion by the loop gain (neglecting the nonlinearity of the Gm stages). The

achieved linearity is significant, yet the filter is still bound by the imperfect Gm stage and

miscellaneous nonlinearities coming from the rest of the circuit.

The R-MOSFET-C linearity-improved filter design technique demonstrates promising

linearity performance in the prototype filter, as anticipated in theory. The ambitious per-

formance levels for a given technology (in this case CMOS) are more than feasible given

the time for concentrated studies of the related material and experiment. The linearity per-

formance of the CMOS technology is not saturated at -60 dB THD. There are many more

ambitious and demanding standards not yet achieved for a given technology (such as low-

power, high-linearity, and high-frequency filters); those standards may be reached by new

and clever techniques.
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