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Previous Transformer-based methods do not explicitly 
consider differences between source and target domains for 

image patches and object tokens.

Contribution 2: 
We design two 

attention modules to 
align the two domains 

bidirectionally.
→ This is seamlessly 
integrated in existing 
attention modules.

Motivation 1:

Different image patches 
and different object tokens 

may exhibit different 
domain characteristics.

→ They need to be aligned 
individually!

Existing Transformer-based methods use GRL 
(gradient reverse layer) to reduce the domain gap 

in the image/object features.

Contribution 1:
We explicitly design a 

token-wise domain 
specific embedding, at 
the image level in the 
encoder, and at the 
object level in the 

decoder.

Motivation 2:

The resulting domain 
aligned image/object 
features contain both 
domain-invariant and 

domain-specific 
features.
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