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Abstract—The asynchronous nature of the dataflow model of computation allows the exploitation of maximum inherent parallelism in many application programs. However, before the dataflow model of computation can become a viable alternative to the control flow model of computation, one has to find practical solutions to some major problems such as efficient handling of data structures. This paper introduces a new model for handling data structures in a dataflow environment. The proposed model combines constant time access capabilities of vectors as well as the flexibility inherent in the concept of pointers. This allows a careful balance between copying and sharing to optimize the storage and processing overhead incurred during the operations on data structures. Using simulation, we present a comparative analysis of our model against other data structure models proposed in literature.
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I. INTRODUCTION

WITH the ever increasing demand for high-speed computations, several computer designers have proposed the dataflow model as an alternative to the conventional control flow model of computation [18], [19], [27], [28], [34], [35]. The attractiveness of the dataflow concept stems from the fact that dataflow operations are asynchronous in nature. That is, an instruction is fired (executed) only when all the required operands are available. This is radically different from the control flow method in the sense that the program counter, which is used to sequentially order the instruction execution, is not used.

A dataflow program is represented as a directed graph consisting of nodes (or actors) which represent the functions and arcs which represent the data dependencies between the nodes. The operands are conveyed from one node to another in data packets called tokens. Therefore, the instructions in dataflow do not impose any constraints on sequencing except the data dependencies in the program.

The dataflow model of computation, due to its distributed control, offers promising improvements in performance [18], [30]. However, before dataflow computers can become a viable alternative to the conventional control flow machines, several major drawbacks must be dealt with. One major problem facing dataflow architecture designers is the handling of data structures. This is due to the functionality principle of the dataflow model—i.e., all operations are side-effect free. Therefore, when a scalar operation is performed, new tokens are generated after the input tokens have been consumed. However, if tokens are allowed to carry vectors, arrays, or other structures in general, the absence of side-effects implies that an operation on a structure element must result in an entirely new structure. Although this solution is acceptable from a theoretical point-of-view, it creates excessive overhead at the level of system performance.

The major thrust of this paper is to provide an alternative solution to the problem of handling data structures. The scheme combines both aspects of copying and sharing in order to minimize the storage and processing overhead without introducing a bottleneck due to centralization of accesses. This is achieved by combining constant-time access capabilities of vectors with the flexibility inherent in the concept of pointers (i.e., a hybrid scheme).

Section II provides a brief overview of the methods proposed in the literature for representing arrays. The major implementation characteristics and shortcomings of each method will be outlined. In Section III, the proposed hybrid scheme will be presented. This discussion will also be supplemented by a memory system capable of handling concurrent access to the data structures. Using simulation, a comparative analysis of our hybrid scheme against other proposed methods will be addressed in Section IV.

II. AN OVERVIEW OF DATA STRUCTURE REPRESENTATIONS

There are two basic approaches to representing data structures, such as arrays: direct and indirect access schemes [15]. In an indirect access scheme, data structures are stored in special memory units and their elements are accessed through explicit “read” and “write” operations. On the other hand, a direct access scheme treats each structure element as individual data tokens—the notion of array is completely removed at the lowest level of computation. The tokens are identified by their tags which carry information about the relative location of the element within an array.

The direct access scheme is compatible with the dataflow principles of execution and it does not require complex structure controller and garbage collection [15], [32]. Naturally, such a concept is directly applicable and efficient for environments where arrays are totally consumed, e.g., matrix multiplication. Moreover, [15] has shown the application of
such a concept for cases where arrays are partially consumed. In a simulation study of one such proposal, i.e., the token relabeling method, the direct access scheme showed improved performance over the indirect access method in certain application programs [15]. However, the versatility of this concept is an interesting topic which should be studied more extensively.

Despite the above results, literature has shown that storing the data structures and representing them by pointers incurs less overhead than the direct access scheme in transmitting data, reconstructing the resultant array, and randomly accessing array elements. Moreover, in many applications, the notion of array as a single entity cannot be completely done away with—e.g., table look-up applications.

The indirect access approach, however, is not free of obstacles. When array elements are stored in a separate storage, to preserve the functionality principle of dataflow, even a simple operation which modifies an element of an array requires, at least conceptually, copying the entire array except for the element specified by the index. This results in excessive processing and storage overhead. Therefore, one of the major challenges facing dataflow designers is “how should the data structures be represented without compromising the semantics of dataflow, the performance, and the hardware complexities?”

In this section, some of the proposed solutions to the problem of handling data structures will be briefly surveyed. The characteristics of each proposed method will be outlined in order to justify the proposed hybrid scheme.

A. Heaps

In MIT’S Static Dataflow Machine, data structures are represented as acyclic directed graphs stored in a separate auxiliary memory [2]. Data structures consist of a set of <selector, value> pairs where a “selector” is an integer or a string and a “value” is any data value including another substructure. The acyclic graphs, or heaps, always form a tree having one root node with the property that each node of the graph can be reached by a directed path from the root node.

The major motivation behind the use of heaps is to alleviate the excessive copying by allowing the common substructures to be shared among several structures. In order to keep track of the number of pointers created and destroyed during the course of a program execution, a reference count is associated with each node. When the reference count of a node becomes zero, the node is inaccessible and is placed on a free storage list for future usage.

APPEND and SELECT are exclusive operations devoted to manipulating the trees. An APPEND operation creates a new structure which is a version of the input structure containing the modified component. A value can be retrieved from a structure by a SELECT operation. Depending on the selector argument, the corresponding value from the input structure is placed on the output arc. Although tree structures are capable of representing complex data structures, several disadvantages have been identified when arrays are represented as trees.

First, unlike sequentially stored arrays, accessing an element in a tree requires $O(\log n)$ time. Therefore, depending on the depth of the tree, representing arrays as trees may degrade the performance. Second, due to the low level at which the dataflow model of sequencing is applied, operations can only be performed on individual array elements. Therefore, performing two independent append operations on an array still requires sequential execution (i.e., restrained or strict structure). As a result, even simple operations, such as setting a column or a row of a matrix to zero, require the creation of intermediary structures which in turn significantly degrades the performance [12]. Finally, the garbage collection process of unused nodes is a difficult and expensive procedure in the tree representation [2]. This is due to the fact that when the reference count of a node is reduced to zero, the reference counts of the nodes indicated by the pointers in the reclaimed node must also be decreased (i.e., recursion).

B. I-Structures

I-structures were proposed by Arvind and Thomas to provide a data-structuring mechanism for the Tagged-Token Dataflow Architecture (TTDA) [6]. I-structures are asynchronous array-like structures with constraints on their creation and access, i.e., an I-structure is defined once and each of its elements can be written at most once. An I-structure is asynchronous in the sense that the construction of arrays is not strictly ordered; therefore, it is possible for a part of a program to attempt to select an element before that element is appended (i.e., unrestrained or nonstrict structure).

In order to implement this concept of “consumption before complete production,” status bits, called the presence bits, are used. The presence bits indicate that an element of a structure has been generated and is ready for consumption. Any requests for an element which has yet to be appended are deferred in a linked list called the deferred read request list. When the write request for that location arrives sometime in the future, the presence bits are appropriately updated and the deferred read requests are released.

In spite of improvements over the tree structure method, such as reduced access time and storage requirement, some problems are associated with I-structures. Although I-structures are useful in large class of program constructs where array operations are performed in parallel (e.g., loops), they are not suitable for every programming environment. First, due to the nonstrictness of I-structures, problems arise when modeling certain class of problems which require the mode of production to be strict—e.g., termination of accumulation [8]. In addition, since I-structure elements are appended (written) at most once, there is a potential for race conditions for APPENDs [13].

Since the mid 1980’s, the Monsoon Project as an outgrowth of the TTDA has been under investigation. The architecture consists of several highly pipelined processing elements and a set of interleaved memory modules. Processing elements and memory modules are connected via a multistage packet switching network. Processing elements are designed based on the RISC philosophy and memory modules are intended to support I-structure storage as well as imperative storage [11]. Currently a single-node Monsoon prototype is operational and a full scale multiprocessor system is under development [28].

In order to simplify the dynamic dataflow execution and
to remove the need for associative matching unit [30], [32], the architecture of the processing elements is based on the Explicit Token Store (ETS) model—e.g., the notion of active frames. An activation frame provides explicit storage for local operands and special purpose identifiers (e.g., presence bits) to direct instruction processing. Activation frames are similar to the stack frames in supporting imperative languages on conventional machines. However, to accommodate the dynamic nature of the underlying architecture, activation frames are generated as a tree rather than a stack. This concept has also been used in the design of epsilon [18], [19], P-RISC [27], and EM-4 [38]. I-structures and split-phase transactions are employed to facilitate the handling of data structures in Monsoon.

C. The University of Manchester Approach

The data structure representation in the prototype Manchester dataflow computer was proposed by the research group at the University of Manchester [30]. The implementation combines the concept of streams (i.e., a sequence of values communicated between two portions of code [37]) with conventional arrays. However, in contrast to streams, the size of the structure must be known at the time it is created. In this approach a finite component, defined as a collection of finite sequence of elements, is regarded as the "unit" on which the basic storage operations are performed.

There are special operations exclusively used to handle finite component structures. The STORE operation converts a token stream into a stored component and returns a pointer to the component. Note that the STORE operation, which releases the pointer immediately, is unrestrained. A FETCH is the inverse of STORE; it converts a component back into a token stream. The combination of STORE and FETCH operations is used to communicate elements of a data structure between processes. A SELECT operation can be used to randomly access an element of a component. A COLLECT operation is used to determine when all the elements of a component have arrived. This restrained operation ensures that the pointer token is not released until all the elements of a component have been created. The INCREMENT/DECREMENT operation, associated with the reference count scheme, is concerned with garbage collection. Although the University of Manchester design offers advantages brought forth by combining the concept of stream and conventional arrays, selective modification of the element(s) of an array still requires copying the entire array [31].

D. Extended Manchester Approach

In this approach, an enhanced array structure is used to extend the basic Manchester machine [30]. The machine, referred to as the EXtended MANchester (EXMAN) computer, alleviates the problem of memory overhead by having token pointers pointing to the starting location of an array and increases the access speed by utilizing conventional random access structures.

Initially, an array is sequentially stored as a random access structure. To perform an APPEND operation on an array, a new node is created with its value and index field appropriately filled. The node is then linked to the array and a pointer referencing the new node is returned. This is done by an APPEND operator with three inputs, namely, the array pointer, the index, and the modified value. The SELECT operation is performed by taking the pointer reference given at the input and traversing the linked list until the input index matches the index field of a node. When a match is found, the value field of this node is returned at the output. Otherwise, the required element is obtained from the original array with one more access. To perform a run-time garbage collection on the unused appended nodes, a reference count is associated with each node.

The EXMAN approach avoids excessive copying by utilizing dynamic pointers with conventional random access structures. This in turn leads to a gain in memory space; however, disadvantages still exist. The most obvious problem is due to the number of APPEND operations to an array which consequently affects the search time for SELECT operations.

III. THE PROPOSED METHOD—HYBRID STRUCTURES

In the previous section, several implementation characteristics which directly affect the performance and the memory overhead were discussed. It is apparent from the discussion that an optimum data structure representation requires a careful compromise between several issues. In this section, an alternative solution to data structure representation will be outlined.

In our proposed method, data structures are constructed using a set of hybrid structures. A hybrid structure is a union of a value vector \( \mathbf{v} = (v_0, v_1, ..., v_n) \) and an associated identifier called the structure template. Each structure template consists of three fields: left and right pointers and a descriptor field. The format for the structure template is shown in Fig. 1. A hybrid structure, therefore, is represented by a structure template with its left or right pointer field pointing to a vector \( \mathbf{v} \) and the descriptor associated with each hybrid structure provides information about the data structure being represented.

The general definition of hybrid structures provided above allows implementation of complex structures by combining constant time access capabilities of vectors as well as the flexibility inherent in the concept of pointers—i.e., a hybrid scheme.

A. Hybrid Structure Representation of Arrays

The basis of our approach in representing arrays\(^1\) is to carefully combine the advantages brought forth by both copying and sharing. The hybrid structure representation also supports strict as well as nonstrict operations on arrays. In our approach, each array is represented by a hybrid structure with its descriptor in the structure template subdivided into three fields: a reference count field, a location field, and a status bit. The reference count field (RC) is used to keep track of the number of hybrid structures created and destroyed.

\(^1\)Our main discussions of hybrid structures will be based on arrays since their applications are so wide spread in scientific applications. However, this does not preclude other structures being represented as hybrid structures [24].
during program execution. The location field (LOC) contains a string of 1’s and 0’s where the length of the string equals the total number of elements in the array. Each location bit determines whether the desired array element resides in the vector indicated by either the left ("0") or right ("1") pointer. Finally, the status bit (S) serves a useful purpose in accessing array elements and will be elaborated further in the latter part of this section.

Whenever an array is defined, a hybrid structure is created as follows: the elements of the array are stored sequentially in its vector; the reference count is set to one; the status bit is initialized to zero; the location field is initialized to all 0’s; and left pointer field is linked to the vector. Since no modifications have been made, this hybrid structure is considered to represent an original array. Thus, information provided by the descriptor in the hybrid structure indicates that the array has only one reference and all the elements can be accessed from the vector pointed by the left pointer. The basic format of hybrid structure representation of an array is shown in Fig. 2.

Note that since the number of words required for a hybrid structure is known, the pointer fields can be represented as displacements rather than as pointers. This allows constant time access capabilities as in a conventional programming environment. Nevertheless, for illustration purposes, we will refer to them as pointers. In addition, for simplicity, we will limit our discussion of hybrid structures to one-dimensional arrays. This scheme can be extended to multidimensional arrays by representing them in row major or column major ordering.

To allow sharing between the original and modified arrays, they are configured differently. An original array is represented by a hybrid structure with its left pointer pointing to a vector (status bit equal to "0"). On the other hand, a modified array is represented by a hybrid structure with its right pointer pointing to a vector (status bit equal to "1"). Sharing of array elements between the original and the modified array is achieved by linking the left pointer of the modified hybrid structure back to the hybrid structure containing the original array. The location bits in the descriptor can then be used to access the desired element; ith location bit equal to "0" or "1" indicates that the corresponding array element can be found in the vector linked to the left or right pointer, respectively.

To illustrate our point, consider two operations on arrays—APPEND and SELECT. The APPEND operation takes three inputs (namely an array pointer, an index, and a value) and produces a pointer to a new array where the element indicated by the index is modified. The SELECT operation requires two inputs, an array pointer and an index, and returns a value indicated by the index.

Consider a simple operation, \( B[i] = f(A[i]) \), illustrated in Fig. 3. Initiation of this operation first requires the selection of the element \( a_i \) from array \( A \)—i.e., SELECT. After performing the required function \( f \), an APPEND operation then generates a new hybrid structure with its right pointer pointing to a vector containing only the modified element \( b_i \) and its left pointer pointing back to the original hybrid structure.\(^2\) Therefore, for selective updates, the structure template associated with each conceptual array minimizes copying by allowing only the modified elements to be appended to the new array. The pointer can then be used to share the data elements between modified and original arrays.

In cases where an array is entirely updated, the sharing is no longer necessary and the dependence between original and modified arrays can be removed. For example, in Fig. 3, if the array \( A \) is totally updated to generate array \( B \), the status of the array \( B \) is changed from "modified" to "original." This is done by updating the structure template of array \( B \)—the status bit is changed to zero, the reference count of the hybrid structure pointed by the left pointer (i.e., the original array) is decremented by one, the left pointer is modified to point to the vector (containing the elements of array \( B \)), and the location bits are all reinitialized to 0’s.

Since the basic idea behind the hybrid scheme has been presented, we now describe how the proposed method can be expanded to handle nonstrict operations—such as in I-structures. As discussed in the previous section, I-structures exploit producer–consumer parallelism by allowing the selection of elements before the entire structure is constructed. In order to preserve the determinacy property of the dataflow model, the synchronization of SELECTs and APPENDs is provided by the use of presence bits.

In the proposed method, the same kind of information is embedded in the structure template when an array is defined. Therefore, whenever the compiler detects a construct which is suitable as an I-structure producer or is explicitly declared by the programmer as unrestrained, a hybrid structure is defined with the status bit set to zero, location bits all set to 1’s, and

\(^2\)In the cases where the reference counts of arrays to be modified are ones, the APPEND operations are simplified since the elements can be "modified-in-place" without introducing any side-effects.
an empty vector linked to the left pointer. Once an I-structure is allocated, the pointer token is immediately released. As the elements are appended to the I-structure, the corresponding location bit is reset to zero indicating the availability of datum. The synchronization between a producer and a consumer is provided by examining the status bit \( S \) and the location bit \( i \) to determine how the element \( i \) is accessed and whether it is ready for consumption (see Table I). If there is a request to select an element which has not yet been appended, the request is deferred in a linked-list.

### B. Extension to the Proposed Hybrid Method

In the proposed method described thus far, every APPEND operation to an array with a reference count greater than one requires allocation of an entirely new array. This is appropriate if 1) the arrays are small or 2) all or most of the allocated vector elements are eventually used to hold the new values—e.g., updating an entire row or column of an array. Unfortunately, this is not always the case; it is obviously impractical in terms of memory requirements to allocate the entire array for a single random APPEND.

To minimize the memory overhead, the array elements can be partitioned into blocks. An access table is then used to keep a list of pointers to all the blocks associated with a modified array. Thus, if an \( n \)-element array is partitioned into \( m \) blocks each containing \( k \) elements (e.g., \( n = m \times k \)), there will be a maximum of \( m \) entries in the access table. The displacement within the access table which contains the block pointer and the displacement within the block is determined by using \( \lfloor i / k \rfloor \) and \( i \mod k \), respectively, where \( i \) is the array index and \( k \) is the number of elements in the block. By utilizing an access table, a search operation for a block which contains the desired element takes a constant time. In addition, the concept of "allocation as required" is employed to reduce the memory overhead. However, one must carefully choose the size of a partition (block) in order to optimize the memory utilization (see Section IV-A).

To illustrate the access table scheme, consider a dataflow graph shown in Fig. 4—three successive APPENDs and a copy operation followed by another APPEND. Fig. 5 shows the hybrid structure after executing the dataflow graph shown in Fig. 4. As can be seen, the first APPEND operation, \( \text{APPEND}[A, i_2, v_2] \), required the allocation of a new hybrid structure (pointed by the array pointer \( B \)) with its right pointer pointing to an access table. Since the APPEND operation is performed on the second index of the array, the first entry in the table would be the pointer associated with the first block. The \( k+1 \)st element of the array \( B \) also has not been allocated; therefore, the second APPEND operation (\( \text{APPEND}[B, i_{k+1}, v_{k+1}] \)) requires adding to the access table another pointer to block of \( k \) elements. The third append operation, \( \text{APPEND}[B, i_{k+2}, v_{k+2}] \), does not require allocation of additional memory space since it belongs to the second block.

The hybrid scheme can also be enhanced to incorporate sharing at the block level. This is achieved by associating an additional reference count, called the "block reference count", with each block. Hence, when the fourth APPEND operation—\( \text{APPEND}[S, i_{mk}, v_{mk}] \)—is performed, after copying the array pointer \( B \), we can simply share the blocks between the two arrays \( B \) and \( C \). This type of sharing at the block level will eliminate any unnecessary copying generally required in performing append operations on a modified structure (status bit equal to "1"). Copying will be limited only to the already appended elements of the block on which the APPEND operation is performed. Moreover, as more allocations are required, the access table will be filled accordingly. SELECT operations

### Table I

<table>
<thead>
<tr>
<th>Bits</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>the data are in the vector pointed by the left pointer</td>
</tr>
<tr>
<td>01</td>
<td>the element has not yet been appended</td>
</tr>
<tr>
<td>10</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>the data are in the vector pointed the right pointer</td>
</tr>
</tbody>
</table>
can be performed in a similar manner as described in the previous section. A formal description of the APPEND and SELECT algorithms is given in Algorithms 1 and 2, respectively.

C. The Hybrid Structure Memory System

The basic hybrid scheme for handling data structures has already been discussed. While this solution is conceptually attractive, designing a memory system for efficient handling of concurrent accesses requires careful consideration. The asynchronous nature of array accesses in a dataflow environment requires an appropriate random access parallel memory. The proposed architecture, called the Hybrid Structure Memory Module (HSMM), is shown in Fig. 6. Basically, it consists of a Structure Template Unit (STU), an Access Table Unit (ATU), and an Array Storage Unit (ASU). In order to be truly scalable, we assume that a number of these HSMM’s are distributed throughout the dataflow system. For the sake of generality, the discussions of the HSMM’s will not pertain to any specific dataflow architecture.

The STU is responsible for handling all incoming messages to the HSMM—APPEND, SELECT, INcrement and DEcrement—which are used to manipulate array elements and to update reference counts. The STU, the ATU, and the ASU, as the names suggest, contain structure templates, access tables, and array elements within each HSMM, respectively. Each unit contains a dedicated processor which manages their own functions. These functions include updating, copying, and processing as well as performing memory allocation and deallocation.

All incoming tokens for the HSMM arrive at the STU. Several different actions can occur at this point. If the token is either INC, AP, or DEC, AP, the STU simply updates the reference count of the array pointed by AP.

A SELECT operation is in the form of SELECT AP,i, dest, where i is the index of the array pointed to by AP and dest is the destination tag which represents the target node receiving the data. When a select token arrives at the STU, the status bit and the location field of the corresponding structure template is checked to determine where the desired element resides. At the same time, the destination address dest is temporarily stored in the STU. If the desired element is contained in the original array, the STU extracts the left pointer lp from the structure template and sends a message read(AP,lp,i) directly to the ASU. This is also the case for I-structure reads, which are in the form of read(AP,i,dest). If the desired data for an I-structure read are not yet available, it is deferred into a link-list.

If the desired element is not in the original array, the STU extracts the right pointer rp and sends a message SELECT AP,rp,i to the ATU. The ATU determines the access table displacement aid (which is equal to [i/k]), extracts the selected block pointer bp, and sends a message read(AP,bp,i) to the ASU. The ASU then determines the
Algorithm 1: Algorithm for an APPEND operation.

INPUT (array_ptr, index, value);
OUTPUT (new_array_ptr);

/*—For nonstrict operations—*/
• Store the value in the original_vector[index];
• Set new_array_ptr = array_ptr;
• Set the new_array_ptr.loc_field[index] to 0;

/*—For strict operations—*/
IF (array_ptr.ref_count > 1) THEN
  • Allocate a new structure template with a new_array_ptr and copy the old
    structure template pointed by array_ptr;
  • Set the new_array_ptr.ref_count to 1;
  • Set the new_array_ptr.status_bit to 1;
  • Allocate a new access table and link it to new_array_ptr.right_link;
  • Allocate a new block and link it to the access table;
  IF (array_ptr.status_bit = 1) THEN
    • Decrement array_ptr.ref_count;
    • Increment new_array_ptr.left_link.ref_count;
    • Copy all nonnull pointers and increment corresponding block ref_count from the old access table
      (except the new block);
    • If the corresponding old block exists, copy all the existing elements to the new block;
  ELSE
    • Link the new_array_ptr.left_link to the original structure template
      pointed by the array_ptr;
  ENDIF
ELSE
  • Store the value in the new block.mod k;
ELSE
  IF (array_ptr.status_bit = 0) THEN
    • Store the value in the original_vector[index];
    • Set new_array_ptr = array_ptr;
  ELSE
    IF (block ref_count pointed by access_table[index/k] > 1) THEN
      • Allocate a new block and copy all the existing values and link it to the
        access_table[index/k];
      • Decrement the old block ref_count by 1;
    ENDIF
    • Store the value in the new block.mod k;
  ENDIF
ENDIF
• Set the new_array_ptr.loc_field[index] to 1;
RETURN new_array_ptr;

Displacement within the block bd (equal to i mod k) and reads
the desired element. Once the data value v is read, a message
<AP,i,v> is returned to the STU where a token <dest,v> is
formed and sent to the instruction at dest.

Note that all data structure reads are so called split-phase,
i.e., the request and reply are not synchronous. Therefore,
processors are free to execute any number of enabled dataflow
instructions during the roundtrip to HSMM and back.

APPEND request is in the form of <APPEND,AP,i,v,dest>. The
procedure to append a value to a structure with one
reference is similar to that of a SELECT operation, except
the final step will be a write operation, e.g., <write,AP,rp,i,v>
or <write,AP,bpi,v>. This is also the case for l-structure
writes. If any deferred reads exist, they are processed after
the operation.

Appending to a structure with more than one reference re-
quires the creation of a structure template and an access table.
Thus, upon reception of a request <APPEND,AP,i,v,dest>,
the STU processes the corresponding structure template
and a series of actions takes place. First, the STU 1) allocates
memory for the new structure template, 2) copies contents
of the old structure template, 3) updates the left pointer to
point to the old structure template, 4) temporarily stores the
destination tag dest, and 5) sends a message <copy,AP',rp,i,v>
Algorithm 2: Algorithm for a select operation.

INPUT(array_ptr, index);
OUTPUT(value);

IF (array_ptr.status_bit = 1) THEN
  IF (array_ptr.loc_field_index = 0) THEN
    • Set array_ptr = array_ptr.left_ptr;
    • CALL PROCEDURE CHECK ORIGINAL(array_ptr)
  ELSE
    • Return (read) the value from the block_indexmodk pointed by the access_table[index/k];
  ENDIF
ELSE
  • CALL PROCEDURE CHECK ORIGINAL(array_ptr)
ENDIF

PROCEDURE CHECK ORIGINAL(array_ptr)
BEGIN
  IF (array_ptr.loc_field_index = 0) THEN
    • Return (read) the value from the original_vector_index (and process any deferred requests);
  ELSE
    • The element has not yet been appended. Defer the request in a link-list;
  ENDIF
END

to the ATU, where AP' is the new array pointer.

Second, the ATU 1) allocates memory for the new access table, 2) copies the contents of the old access table pointed to by rp (or if the rp is nil, as in the case of an original array, no further action takes place), 3) determines the access table displacement ad, 4) extracts the selected block pointer bp, and 5) sends a message <write,AP',bp',i>, to the ASU. Finally, the ASU determines the block displacement bd and performs one of the three possible modes of operations: a) allocate a block and append the value (if the bp is nil), b) allocate a block, copy existing values from the old block pointed to by bp, and append the value (for block reference count greater than one) or, c) simply append the value (for block reference count equal to one).

After the ASU completes the write operation, if the allocation of a new block was required, a message is sent to the ATU in the form of <update,AP',bp',i>, where bp' represents the new block pointer. Then, a message <update,AP',rp'> containing the new right pointer rp' is returned to the STU. As the new pointers are received, each respective unit updates its pointer fields. Once the STU completes its update, the new array pointer is released in the token form of <AP',dest>.

As far as reclaiming storage space is concerned, the decrementing of the block reference count and freeing the blocks occur independently within the submodules. The operation itself is triggered (perhaps after performing a select with a message <DECAP>) when the STU detects reference count of zero. The STU returns the structure template to the free storage list as well as sending a message <free,rp> to the ATU. In turn the ATU sends a message <free,bp> to the ASU.

In order to reduce the amount of INC/DEC operations in the HSM's, the hybrid scheme exploits two useful features of dataflow languages in managing the reference counts—locality of effect and single assignment rule [3], [4]. The basic idea is to associate a reference count to the structure in a definite "scope" or a block of the program rather than with each individual operation. This way, the reference count can be simply incremented when the hybrid structure is denoted within an active block and decremented when the block is closed.

Note that due to the capabilities of each unit within the HSM, operations in the different units (STU, ATU, and ASU) are performed in parallel. This significantly enhances the performance of the APPEND operations on the hybrid structure. Moreover, SELECT, INC, and DEC operations can all be pipelined so that several data structure requests can be handled at the same time by the HSM.

IV. STORAGE AND TIME ANALYSIS

Before discussing the storage and time analysis of the proposed hybrid structure, it is important to mention that the results presented here are based on random generation of APPEND and SELECT operations on arrays. The motivation behind such an analysis is to determine the effectiveness of the proposed scheme when selective updates are performed on arrays. In contrast, a loop operation which manipulates a large array does not require the expensive overhead operations of copying the structure template and the access table when the hybrid structure is implemented as l-structures. Nevertheless, the analysis will show that, even under such random
conditions, the hybrid scheme is a promising alternative data structure representation in comparison to other proposed methods in the literature.

The time and storage analysis of the proposed scheme are based on the following assumptions:

1) The hybrid structure is simulated based on the access table scheme using the programming language C.
2) $p_1$ denotes the probability of an APPEND operation to a structure with a reference count greater than one. This would require the creation of a new structure template, an access table, and a block.
3) $p_2$ denotes the probability that the APPEND operations require the allocation of an additional block. This situation occurs if an APPEND is performed on a structure with reference count equal to one and the required block has not yet been allocated.

In addition to the assumptions presented above, one implementation change was made to the hybrid scheme. In the original proposed method, the location bit in the structure template indicates whether the desired value is located by following either the left or right pointer. However, associating a bit with each element in a large array will be expensive in terms of storage overhead. Therefore, to reduce the storage requirement, a location bit is associated with an allocated block rather than each element. Of course, this comes at a price of performance, since two additional accesses are needed to check whether the desired value has been appended to the block. The simulation results will show that the advantage gained in space utilization outweighs the cost in performance.

### A. Storage Analysis

Since APPEND is an expensive operation, the storage analysis is conducted based on the number of APPENDs performed on the hybrid structure. Moreover, to introduce randomness, we assume that duplication of structures (copy) occurs in between APPEND operations. Word size is assumed to be 32 bit. The following equation is derived for the total size (in words) required to represent hybrid structures based on the number of APPEND operations, $\sigma$.

$$S_{\text{HYBRID}} = S_O + \sigma[p_1 S_H + (1 - p_1)p_2 k]$$

where

$$S_O = S_T + n$$

$$S_H = S_T + \lceil n/k \rceil + k.$$
appended is already allocated with the block reference count greater than one, or 3) the append is made on a block which has yet to be allocated. In case 1, no additional storage is necessary. For the case 2, even though the block is already allocated, a block reference count greater than one indicates that a new block must be allocated and all the existing elements must be copied. Finally, in case 3, a new block of \( k \) elements is allocated. The allocation of a new block (cases 2 and 3) occurs with a probability of \( p_2 \).

One of the major implications on the overall storage requirement of the hybrid structure is the block size \( k \). As \( k \) increases, the number of storage elements allocated in response to an APPEND increases while the number of entries in the access table decreases. On the other hand, as \( k \) decreases, the block allocation requirement decreases while the size of the access table increases. Therefore, it is important to carefully choose \( k \) to optimize the storage utilization. The following equation shows the block size which minimizes the overall storage requirement for the hybrid structure.

\[
k = \sqrt{\frac{n}{1 + \left(\frac{p_2}{p_1}\right) p_2}}.
\]

As can be seen, the choice of \( k \) is a function of the array size \( n \), \( p_1 \), and \( p_2 \). Unfortunately, \( p_1 \) and \( p_2 \) are difficult to predict since they depend primarily on the program environment. For example, \( p_1 \) is directly related to the frequency at which the structures are duplicated while \( p_2 \) depends not only on the block size \( k \), but also on the number of different versions of the array that currently exist.

The aforementioned equation indicates that an optimal choice for \( k \) for various probabilities of \( p_1 \) and \( p_2 \) lies anywhere between 1 and \( \sqrt{n} \). The simulation results have shown that as \( p_1 \) increases, the optimal choice for \( k \) approaches \( \sqrt{n} \). On the other hand, if \( p_1 \) decreases the optimal choice of \( k \) also decreases. For the simulated programming environment, \( p_1 \) is assumed to be 0.5. The simulation results also indicate that for wide ranges of \( p_1 \), \( n \), and \( k \), the average value of \( p_2 \) is in the approximate range of 0.85–0.9. With these values, the block size which minimizes the overall storage requirement can be approximated by \( \sqrt{n}/2 \). The simulation results of the storage requirement versus block size for various array sizes are shown in Fig. 7. The number of append operations performed was arbitrary chosen to be 60% of the array size and the probability \( p_1 \) was kept constant at 0.5. The results verify that optimal choice for \( k \) can indeed be approximated as \( \sqrt{n}/2 \).

For comparison, we can derive the following equations for other proposed methods:

\[
S_{\text{COPYING}} = n + \sigma p_1 n
\]

\[
S_{\text{EXMAN}} = n + 4\sigma
\]

\[
S_{\text{TREE}} = 3(2^{|\text{log}_2 n|} - 1) + n + \sigma p_1 (3|\text{log}_2 n| + 1).
\]

The copying method shows that any append to a structure (reference count greater than one) requires copying the entire structure. This approach represents one end of the spectrum regarding the storage requirement while the EXMAN approach represents the other. In the EXMAN scheme, the storage overhead is totally independent of \( p_1 \) since a single node containing a reference count, an index, a value, and a pointer is created for any append operation. Finally, the binary tree representation is based on the fact that each append operation requires copying of all the subsequently visited nodes. Each node contains a reference count and two pointers while the leaves contain the actual values.

Fig. 8 shows the relative storage requirement of the hybrid scheme in comparison to the other aforementioned methods. The size of the array is chosen to be 100 and the number of appends performed on the structure is again arbitrarily chosen to be equal to 60% of the array size. As expected, it shows that the copying and the EXMAN scheme offers the worst and best results, respectively. The hybrid scheme shows improvement in comparison to the binary tree method for this particular set of parameters.

In the graph shown in Fig. 9, the probability \( p_1 \) was kept constant at 0.5 while the size of the array was varied. In this graph, the copying scheme was deleted to magnify the results of others; however, it is obvious from Fig. 8 that the excessive storage demands of copying cannot compete with the other proposed methods. The results showed that the EXMAN scheme offered the best overall storage requirements. The hybrid scheme, on the other hand, showed improvement over the tree method when the array size was less than 400. As the array size increases, the storage requirement of the hybrid scheme fared less. This is due mainly to the fact that the storage demand for append operations increases logarithmically for trees in contrast to the linear increase for the hybrid scheme. Again, it is important to note that these results are based on random appends only. For constructs, such as loops, the storage overhead associated with the structure template, the access table, and the block is not necessary for every APPEND operation.

### B. Time Analysis

The time analysis is based on the following set of assumptions:

1) The number of append and select operations performed on a structure is proportional to 60% and 40% of the array size, respectively.
2) The select operations are performed upon completion of all the append operations.

3) The performance measure is based on the set of basic operations shown in Table II.

With the assumptions presented above, the following equation can be derived for the average time required to perform an APPEND:

\[ T_{\text{HYBRID}}^A = T_{\text{overhead}} + p_1 T_H + (1 - p_1)p_2 T_B + t_w \]

where

\[ T_H = 3t_{\text{alloc}} + S T_{\text{copy}} + \alpha(t_{\text{copy}} + t_{\text{ref}}) + \beta t_{\text{copy}} \]

\[ T_B = t_{\text{alloc}} + p_3 \beta t_{\text{copy}}. \]

The \( T_{\text{overhead}} \) is the general processing overhead required for append operations. It consists of processing time to initialize the structure template and/or to check on various conditions during the operation. The simulation results indicate that the average overhead time is approximately 11 time units and invariant to the array size or the probability \( p_1 \). \( T_H \) refers to the time required to generate a hybrid structure when an APPEND is performed to a structure with a reference count greater than one. The variables \( \alpha \) and \( \beta \) refer to the average number of block pointers and array elements copied, respectively.

If the append operation is performed on an array with a reference count equal to one, a new block must be allocated with the probability \( p_2 \). In addition, if the block to be appended has a reference count greater than one, all the existing elements must be copied to the newly allocated block; this occurs with the probability \( p_3 \). The simulation results indicate that \( p_3 \) increases as the number of appends increases. Finally, one additional access (i.e., \( t_w \)) is needed to append the desired value.

As discussed previously, some copying of the block pointers and elements may be necessary whenever append operations are performed. At most, \([n/k] \) pointers and \( k \) elements require copying. However, simulation studies have shown that for random APPENDs, the number of pointers (\( \alpha \)) and elements (\( \beta \)) copied is quite small. On the average, the actual number of words copied (\( \alpha + \beta \)) was in the range of 4–8 words for a wide range of array sizes (Fig. 10). More important, the \( \alpha \)'s and \( \beta \)'s are relatively independent of \( k \) (Fig. 11). This indicates that minimization of the storage requirement does not affect the overall performance of append operations.

For comparison, the following equations can be derived for the other proposed methods:

\[ T_{\text{COPYING}}^A = t_{\text{proc}} + p_1 [t_{\text{alloc}} + (n - 1)t_{\text{copy}}] + t_w \]

\[ T_{\text{EXMAX}}^A = t_{\text{proc}} + t_{\text{alloc}} + 4t_w \]

\[ T_{\text{TREE}}^A = (t_{\text{proc}} + t_{\text{link}}) \log_2 n + t_w + p_1 (t_{\text{alloc}} + 3t_{\text{copy}} + t_{\text{ref}} + 2t_{\text{link}}) \log_2 n. \]

The graph illustrated in Fig. 12 shows the average append time versus probability \( p_3 \) for \( n = 100 \). Fig. 13 shows a plot against various array sizes with the probability \( p_1 \) kept constant at 0.5. Except for the EXMAN scheme, both graphs show the improvement in performance by employing hybrid structures.

The time analysis for the select operation can be derived in a similar manner. We have assumed that garbage collection is performed during memory system’s “idle periods.”

\[ T_{\text{HYBRID}}^S = T_{\text{overhead}} + t_{\text{ref}} + 2t_{\text{link}} + t_r. \]

Again, \( T_{\text{overhead}} \) is the average overhead time involved in processing a select operation. The overhead time incurred in the select operation was found to be approximately three time units and is independent of the array size or probability \( p_1 \). The select operation requires that the reference count of the structure template be decremented. This is followed by traversing the linked list (mainly the left or right pointer and the block pointer in the access table and/or left pointer of the original structure template) and finally a read operation.
We can derive similar equations to describe performance of select operations for the other methods:

\[ T_{\text{COPYING}}^{\text{COPYING}} = t_{\text{ref}} + t_r \]
\[ T_{\text{EXMAN}}^{\text{EXMAN}} = t_{\text{ref}} + \#\text{linktraversed}(t_r + t_{\text{proc}} + t_{\text{link}}) \]
\[ T_{\text{TREE}}^{\text{TREE}} = t_{\text{ref}} + (t_{\text{proc}} + t_{\text{link}}) \log_2 n + t_r. \]

The simulation results for the select operation are shown in Figs. 14 and 15. Fig. 14 is a plot of the performance of a select operation versus the probability \( p_1 \). The array size was assumed to be 100. As expected, the copying scheme offered the best results. On the other hand, the EXMAN approach exhibited the worst and most erratic behavior. The hybrid scheme showed superior performances over both the tree and the EXMAN approach.

Fig. 15 depicts the execution time versus the array size \( n \). As can be seen, the EXMAN approach also failed poorly in this case. This was mainly due to the increase in the number of append operations performed prior to the select operations. The hybrid scheme showed considerable improvement in performance over the tree method.

V. CONCLUSION AND FUTURE DIRECTION

In this paper, an alternative method of representing arrays in a dataflow environment was presented. The hybrid structure is
far from being the ultimate representation. However, it offers flexibility and elegance by carefully combining the advantages brought forth by both copying and sharing. This was achieved by associating a structure template with each vector which provides information about the relationship between an original structure and the modified structures. In addition, the capability of incorporating I-structures enhances the hybrid scheme by offering many of the advantages of unrestrained structures. In order to assert the validity of hybrid structure representation, the storage and time analysis were also presented. Simulation results showed that the hybrid structure offers a promising alternative to the other proposed methods surveyed in this paper. Finally, it also has been shown [23] that the hybrid structure can be used to represent other data structures, e.g., lists and streams.

Our future research efforts will be to integrate the hybrid scheme into dataflow computers. Due to its generality and transportability, hybrid structures and HSMC's can be adopted by existing dataflow systems with minimal design modifications. Furthermore, the comparative analysis of the proposed schemes based on access patterns of existing application programs is an interesting issue which will be studied in the near future. Currently the simulation of an 8-node Monsoon type multiprocessor dataflow machine is under investigation. Among other interesting issues [24], the simulator is intended to investigate the effectiveness of the proposed hybrid scheme against the model proposed in Monsoon Project [11].

REFERENCES


Ben Lee received the B.E. degree in electrical engineering from the State University of New York (SUNY) at Stony Brook, New York, in 1984 and received the Ph.D. degree in computer engineering from The Pennsylvania State University, University Park, in 1991. He is currently an Assistant Professor of Computer Engineering at Oregon State University. Since 1985, as a graduate student, he has taught various electrical and computer engineering courses, including a course in computer system architecture. He has also published a number of papers in the area of dataflow architecture.
A. R. Hurson is a Computer Engineering Faculty member at the Pennsylvania State University. His research for the last 10 years has been directed toward the design and analysis of general purpose as well as special purpose computer architectures. He has published over 100 technical papers in areas including computer architecture, parallel processing, database machines, dataflow architectures, and VLSI algorithms. He served as Co-Guest Editor of a Special Issue of the IEEE PROCEEDINGS on Supercomputer Technology and is the co-author of an IEEE Tutorial on Parallel Architectures for Database Systems.

Dr. Hurson has been active in various conferences, and has given tutorials for various conferences on database management systems, supercomputer technology, data/knowledge-based systems, and parallel computing. He is a member of the IEEE Computer Society Press Editorial Board and a member of the IEEE Distinguished Visitor Program.

Behroz Shirazi (S'83-M'85) received the Ph.D. degree in computer science from the University of Oklahoma, in 1985.

He is currently an Associate Professor of Computer Science Engineering at The University of Texas at Arlington. Prior to that he was an Assistant Professor of Computer Science and Engineering at Southern Methodist University from 1985 to 1990. His research interests and expertise encompass parallel and distributed computing systems, task allocation and load balancing, heterogeneous distributed computations, and dataflow systems. He has over 50 technical publications in the above areas.

Dr. Shirazi founded the IEEE Symposium on Parallel and Distributed Processing in 1989. He has been the Chair of the Dallas Chapter of the IEEE Computer Society as well as the IEEE Region 5 Area Activities Board Chair. He is a member of the IEEE Computer Society and the Association for Computing Machinery.