Non-Parametric Tests
	
Name
	
	Measurement
Level

	(Test Statistic)
	Purpose
	IV
	DV

	Chi-square test of independence (χ2)
	To test the difference in proportions in 2+ independent groups
	N
	N

	Fisher’s exact test
	To test the different in proportions (2X2 table) when expected frequency of a cell is <5)
	N
	N

	McNemar’s test (χ2)
	To test the difference in proportions for 2 related groups (2X2 design)
	N
	N

	Cochran’s Q test (Q)
	To test the difference in proportions for 3+ related groups
	N
	N

	Mann-Whitney U-test (U)
	To test the difference in the ranks of scores of 2 independent groups
	N
	O

	Kruskal-Wallis test (H)
	To test the difference in scores of 3+ independent groups
	N
	O

	Wilcoxon signed ranks test 
(T or z)
	To test the difference in the ranks of scores of 2 related groups
	N
	O

	Friedman test (χ2)
	To test the difference in the ranks of scores of 3+ related groups
	N
	O

	Spearman’s rank order 
correlations (rs) or 
Kendall’s tau

	To test the existence of a relationship/correlation between two variables
	O
	O


Parametric Tests

	
Name
	
	Measurement
Level

	(Test Statistic)
	Purpose
	IV
	DV

	One-sample t-test (t)
	To test the predicted value of a mean for a population
	
	I, R

	t-test for independent groups (t)
	To test the difference between the means of 2 independent groups
	N
	I, R

	t-test for dependent groups (t) 
aka Paired t-test
	To test the difference between the means of 2 related groups/sets of scores
	N
	I, R

	Analysis of Variance/ANOVA (F)
	To test the difference among the means of 3+ independent groups (oneway) or groups for 2+ Ivs (MANOVA_
	N
	I, F

	Repeated measures ANOVA/RANOVA (F)
	To test the difference among means of 3+ related groups/sets of scores
	N
	I, R

	Pearson product-moment 
correlation r
	To test the existence of a relationship/correlation between 2 variables
	
	


N = Nominal, O = Ordinal, I = Interval, R = Ratio


