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Imagine running a computationally intensive model and being able not only to visualize the data as soon as results start emerging, but also to experiment with and change the underlying calculations in midstream, all with a consistent visual interface.

The goal of research in scientific visualization is to give scientists and engineers productive ways to work with data. The benefit of visual representations is that they are generally easier to comprehend than their textual equivalents.

Two orthogonal areas of scientific visualization research have been emerging in recent years. One group strives to increase the power of the science and engineering researcher (hereafter abbreviated “researcher”) through work on steering. Steering means the researcher can give feedback to the computer, affecting both the visualization and the computation as it progresses. The other group focuses on the process by which researchers work with computations and visualizations by providing visual programming languages for them to use. These languages differ from traditional programming languages because they are at least partially graphical in nature. This article focuses on research leading toward a marriage of these two areas—visual programming languages for steering.

The most exciting potential of visualization tools is not the still color photographs or movies a scientist can produce to portray the results of his simulation or computation, but the ability to test and develop code interactively.
The scientist should be able to spot visual anomalies while computing and immediately steer, or modify the calculations, to test out new theories. Interactivity puts the scientist back in the computing loop; the scientist gets to drive the scientific discovery process.¹

A scenario

The following scenario, based on a current scientific application at the US National Aeronautics and Space Administration, shows how this kind of capability might be used. It represents a goal, not the current state of the art.

Picture yourself studying a particular airplane design during descent. The application runs on a supercomputer and generates 400 gigabytes of raw data. The supercomputer maintains a queue of researchers’ programs, and executes them as time and priorities permit. Your application has been running in this way for many weeks and has not yet finished.

Whenever the data for a new time step are calculated, they are immediately made available, along with the data accumulated from previous time steps, for viewing on a graphics workstation. Graphical representations are continuously produced by a program you wrote—not by writing graphics code in C, but rather by using a visual programming language.

As the results start to appear, you can also change these representations by directly manipulating parts of the program as well as the data. Because the visual programming language is interpreted and interactive, it supports both ad hoc and permanent changes to the graphics programming, allowing you to experiment with the graphics and to view multiple representations of the data simultaneously with complete flexibility. Not only can you view data from the current or previous time frames; you can also view an animation of data spanning any subset of this time range. All this can occur without using traditional programming languages or turning to a professional programmer to produce or modify the graphics.

As you interact with the emerging results, you decide that the calculations themselves need to be changed. With the same visual programming language, you make the changes and add additional computations within the scientific application (changing the wind speed parameter value, for example). By moving the application back in time a few steps, you can compare the results of the calculations under this new parameter value with those previously obtained.

Steering can involve more than simply changing parameter values. If these experiments lead to the conclusion that there is incorrect logic in the application, in our scenario you can replace the faulty section with new code, programmed with the same language. Similarly, it is possible to redesign portions of the model itself. For example, after performing several experiments, you might decide to improve the aircraft’s wing design. By changing the relevant section of the model using the visual programming language, you can enter this redesign without exiting the program to see if the airplane’s simulated behavior improves as a result of the change. There is no restriction on the kinds of experiments and changes you can make: the model’s equations, the algorithm used, the values of variables, and the data structures can all be modified without having to start over.

Could this scenario really work? Some would say no, that it is not possible to add or replace code while a program is executing, and that even if it were possible it would be unwise. Yet conventional debuggers, perhaps the most useful of all programming tools, have long supported exactly this kind of capability on a simpler scale in the textual programming world.

Still, the current state of technology is far more cumbersome than that depicted by our scenario. Although much progress has been made in many areas of scientific visualization, the potential to provide a flexible, easy-to-use experimentation environment has yet to be realized. Barriers remain, artificially separating simulation from analysis, algorithm from result, action from reaction.

In this article we investigate the research that is moving current technology toward the goal of providing the flexible, visual experimentation environment we’ve just described. Although this
is not a complete survey, a few representative systems will illustrate important points.

**Steering with visual languages: A taxonomy**

We classified the two areas of research—computational steering and visual programming languages—in six dimensions to provide insights and to suggest future research directions. The six dimensions draw in part on earlier work. The first four measure how thoroughly a system fulfills significant attributes of the requirements of our scenario (see Figure 1). The fifth and sixth dimensions help clarify the advantages and disadvantages of different approaches by looking at the ways they use various programming paradigms. The dimensions are:

1. the system’s steering capabilities,
2. the power and visual extent of the interface,
3. the level of support for preexisting scientific application programs,
4. system generality,
5. the programming paradigm used for scientific programming, and
6. the programming paradigm used for visualization and steering.

The first two dimensions together, shown along the x and z axes in Figure 1, measure the extent to which steering through visual programming languages has been achieved. The x axis indicates the extent to which a scientific visualization system has achieved steering capabilities. If the visual representation of the data is available only after the application has completed (known as postprocessing), the researcher must wait until the application finishes, and then can only analyze the data actually produced. That analysis cannot be used to change parameters or otherwise affect the scientific application. If the pictorial representation is produced and updated continuously as the application executes (termed tracking), the researcher’s waiting time for feedback is greatly reduced. Still, the decisions that can be made from the data can be used only to abort the application, starting over with new parameters if desired. The flow of information under tracking is still strictly in one direction.

Interactive visualization and steering involve bidirectional exchanges of information. Unlike postprocessing and tracking, these two terms have not been used consistently in the literature. In this article, we use the term interactive visualization to describe tracking with feedback, allowing dynamic changes in the way visual representations appear. Following the report by the NSF Panel on Graphics, Image Processing, and Workstations, we use the term steering to mean that the user may, upon seeing the graphical representation of the data, use it to make decisions and interact with the executing application, adjusting parameters, backing up to a certain point before continuing, and even changing the model or data structures. Key to the notion of steering is the ability to make unanticipated changes to the data and logic of an application, not just changes to input parameters. Steering then consists of three features:

1. continuous display of data (tracking);
2. the ability to modify a visualization interactively at any time (interactive visualization);
3. the ability to modify any aspect of the application (not just input parameters) at any time.

The z axis measures not what a user can do with a system, but rather how that user does it—textually or visually. If the user communicates with the system via a textual command language or a textual programming language, we classify the system as textual. At the opposite end of this axis, visual programming languages provide as much expressive power as we would expect from traditional programming languages, including conditional execution and repetition. However, unlike textual languages, their syntax incorporates graphics or spatial relationships. For example, referencing may be done by pointing with a mouse instead of by
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Figure 1. Four visualization systems are classified according to our taxonomy. Three dimensions are labeled on the axes. For the fourth dimension, general systems are green and domain-specific systems are white.
naming, and data may be passed using arcs connecting two functions. Examples of visual programming language approaches include

- programming languages whose syntax is dataflow diagrams,
- programming-by-demonstration languages in which program logic is demonstrated by manipulating data on screen, and
- form-based languages in which the spatial relationships of elements on a form help determine program semantics.

Between textual interfaces at one end and visual programming languages at the other lies the graphical user interface approach. The user manipulates visual representations to communicate with the system, but the interface lacks the power of a programming language. This category includes everything from pop-up menus and simple icons to graphical toolkit approaches.

The third dimension, shown on the y axis, classifies each system as to whether it applies only to new scientific applications written using that particular system, or whether it functions equally as well with existing scientific applications written in traditional textual languages such as Fortran or C. Systems that support existing applications can exploit the fact that huge libraries of such software exist.

The fourth dimension, indicated by color, represents the generality of each system. To achieve ease of use some researchers restrict the problem domain, building in special-purpose tools for common needs in that domain, while others choose not to add such restrictions.

From postprocessing to steering using visual tools

Although much scientific visualization work has been oriented toward textual languages and tools, many recent approaches have started using visual approaches such as visual toolkits and environments. Although these visual approaches are not visual programming languages, they form the roots of a trend to provide more power and flexibility to the researcher using increasingly accessible and easy-to-use means.

AVS

The commercial system AVS (Application Visualization System)\(^3\) represents a class of systems that use graphical tools for scientific visualization, primarily in the area of postprocessing. IBM's Data Explorer,\(^4\) FAST (the Flow Analysis Software Toolkit),\(^5\) and apE\(^6\) are other examples. This type of system provides an environment in which visualizations can be created by combining previously written scientific applications and built-in software modules.

To date, the dataflow paradigm has been the most widespread visual approach to scientific visualization. In this paradigm, streams of data flow like fluids through a network of nodes, each of which performs a computation consuming the data flowing into the node, and producing new data that flow out of the node. The researcher specifies only the flow of data; the order of evaluation is implied by the routing of data through nodes, and thus can be automatically scheduled by the system.

AVS uses the dataflow paradigm to combine software components (see the sidebar on the next page). These components are either built in, or written by the user in C or Fortran with calls to the appropriate AVS routines inserted. AVS handles the scientific visualization process in two distinct cycles: the computational cycle produces a set of raw data, and the analysis cycle produces the visualization. AVS provides a graphical, interactive approach to aid in the analysis phase. This separation of computation and visualization leads to AVS's strong support for postprocessing.

It is also possible to use AVS for tracking, interactive visualization, and even a form of steering. However, doing so often requires traditional programming: using a traditional text editor to modify or create new C or Fortran modules, compiling them, and then adding instances of them to an executing dataflow graph. This is because AVS is not itself a programming language, but rather an environment for combining modules written in other programming languages. AVS has an extensive library of predefined modules, and new ones can be written in C or Fortran and then added to the library. Predefined and user-defined modules are represented by icons that can be selected from a menu. Instances of these modules can be connected as nodes in a dataflow graph; the arcs between the nodes represent the flow of data. Each module can also have variable settings that allow the user to control certain aspects of its operation, such as color and scale.

It is possible to break the dataflow graph during execution, insert instances of different modules, and then resume program execution. However, this is strictly at the module level. To change the algorithms within the modules, the traditional style of textual programming in C or Fortran is required.
Using AVS

AVS's main contribution is the interactive, graphical way in which it enables visualizations to be created and modified. The figure below shows the AVS network editor and graphical user interface, as well as a typical dataflow graph placed in the editor's workspace. At the top of the editor is the AVS module library. To construct a visualization, you simply drag the desired module icons from the library menus to the workspace. Each icon contains several small, colored blocks on its upper and lower edges representing the module's input and output ports, respectively. The ports are color-coded to show the types of data associated with them. You connect nodes by first clicking on the first node's output port and then moving the mouse to the desired input port of the second node. The system will not allow an output port of one type to be connected to an input port of another. Each icon in the library has a button that opens the control setting interface for that module, so you can control the module's operation with built-in graphical tools such as dials and file browsers.

Execution begins as soon as the dataflow graph is complete, that is, when it contains both a data source (a module that reads data from some external source) and a data destination (a module that generates output to the screen or a file). Whenever a module executes, its icon is highlighted, as is each arc whenever data pass through it. This continuously orients you to exactly where execution is occurring. At any time during execution, you can remove or add modules to the dataflow graph or change any module's control settings.

This example shows AVS going beyond postprocessing to tracking, with the help of prior programming in C or Fortran. The built-in Animated Integer module has been programmed to provide continuous output; its control panel lets you click on desired options, such as stepping through this output or running continuously. In the continuous mode, data move continuously out of the Animated Integer module, and are automatically propagated through the entire graph, since any module can act on data as soon as the data arrive, resulting in a continuously updated view of the graphical representation. However, if the application generating data has not been previously programmed to provide continuous output, only post-processing is possible.

AVS's Read Volume module reads in a set of volumetric data. The Generate Colormap module then creates a user-adjustable color map for the Colorizer module, which allows the volumetric data to be converted into color values. The Orthogonal Slicer module takes a volumetric slice of the data and sends it to the Display Image module, which shows the image in a window. Finally, the Animated Integer module can provide a set of integers, one at a time, to the Orthogonal Slicer to determine which slice of the volumetric data should be shown. Each module can also have additional user-adjustable control settings.
used to visualize existing scientific applications, since little modification is needed.

Vista is divided into three logical parts: the **application executive** controls the scientific application, the **visualization manager** controls the visualization of data, and the **data manager** handles data synchronization and exchange via asynchronous message passing. The application executive executes the application under the constraints and requests of the visualization manager. The application executive keeps a symbol table of all the variables, which gives it access to the internals of the application. The application can be executed on a remote scientific computer or on the same machine as the visualization manager.

The researcher annotates the application with *visualization breakpoints*, points at which the data are fully consistent and valid, using calls to application executive routines. This is necessary because during execution related data are often unsynchronized or even temporarily corrupt. For example, when a list of numbers is being sorted, one value sometimes overwrites another, and the second has not yet been replaced. If the list were displayed at this point, it would be wrong; one number would be duplicated and another would be missing.

### Using Vista

First you textually edit the scientific application to insert visualization breakpoints, and then you compile and link it with the Vista library. To start a visualization session, you type "vista," which launches the visualization manager (see the figure on the left below). When you begin executing the scientific application in another window, which may or may not be on a remote machine, the application executive starts up and the two processes automatically establish communications. This causes automatic update of the displayed data whenever the application encounters a visualization breakpoint.

Across the top of the window are the push-button controls available. In the figure on the left, Halt at Breakpoint has been depressed, causing the application executive to pause at every visualization point in the application. Pressing the Proceed button resumes execution. The bottom window can show messages regarding the status of the application executive and its communications with the visualization manager.

The middle sections of the window contain the heart of the graphical visualization process. The center rectangle contains the names of symbols (variables) that are visible to the visualization manager. You make a variable visible by pressing the Add button below the symbols list, or by optional annotations previously placed in the application. You may display these variables at any time with an appropriate built-in display method (eight methods, including dials, line plots, and tables, are represented by icons on the right side of the window) by clicking on the variable and then on a method. Or, you can first transform the data either by using the provided filters (listed on the left) or by creating new filters via simple dataflow graphs chaining built-in primitives together, as shown in the figure on the right. If you associate the variable with the filter (by pointing), the display method associated with that variable uses the filtered data rather than the original data.
For distributed scientific visualization systems like Vista that are interactive while still supporting existing scientific applications, approaches to communications become an issue: the greater the degree of interactivity supported, the finer the granularity requiring communications support. Yet this fine granularity needs to be achieved with minimal modification to the existing application. Physically, the data manager in Vista is actually two modules—one on the supercomputer, and another handling communications on the graphics workstation. The data manager on the workstation accepts connections from the host(s), sends messages as needed to the application, and receives data from the application. The data manager on the supercomputer keeps a list of things to do at each visualization breakpoint, and stores prioritized new messages that have arrived since the last breakpoint, interrupting the application executive as needed to deal with these messages.

The visualization manager consists of a graphical user interface as well as various prepackaged data conversion routines, widgets, and user-selected display methods. The researcher's manipulations cause the visualization manager and the application executive to exchange such internal messages as "quit," "send value (for some particular variable)," "send value continuously (for some particular variable)," "stop for awhile," and so on.

**VASE**

The Visualization and Application Steering Environment,8 or VASE, also from CSRD, is a collection of tools and software to support interactive visualization and steering in a distributed environment (see the sidebar on the next page). In VASE, not only can you as the researcher control the appearance of data during execution, you can also interactively control data values, add new data to the application, and interactively define new calculations. There are graphical methods for parts of this task, and strictly textual methods for others.

The user model in VASE assumes there are three classes of people who might work with these processes (although one individual might fulfill more than one role), and different kinds of tools are needed by each:

- The application developer writes the scientific application using a standard programming language such as C or Fortran.
- The configurator configures the different processes over the network and specifies the communications between them. The configurator is not familiar with the source code at the lowest level of detail, but has a high-level understanding of all the functions performed and computational resource requirements of all the processes.
- The end user (a researcher) uses and steers these processes.

VASE's steerable locations are a generalization of the visualization breakpoints introduced in Vista. After writing and debugging the program, the application developer adds textual annotations (nonexecutable Start and Stop directives to the sections of the program(s) that might interest the researcher, specifying which data objects may be accessed and modified at runtime at each breakpoint. A graph builder tool uses this annotated source code to produce a collection of control flow graphs (such as the two shown in the figures on the right). Each node represents a logical group of statements defined by the application developer; the arcs represent the places where steering can occur. The resulting hierarchical graph serves as an abstraction of the program with which configurators and researchers can work, eliminating the need for them to deal directly with source code. The system then produces a modified version of the source code, ready for compilation into a steerable executable file. The modified source code's structure allows full use of optimizing compilers.

The configurator then assigns the application and visualization processes to computers and establishes communications among them using a graphical user interface. (Most distributed scientific visualization systems use one computer for the application and a second for visualization. VASE is more general, allowing any configuration of computers.) The configurator models the assignment of processes to computers, and the asynchronous communications among them, in a dataflow graph superimposed over the control graph structures (again, see the figure). Each node of the dataflow graph is the entire control graph of a process, and the arcs show the flow of communications. Although neither the control graph nor the location of the breakpoints can be changed at runtime, it is possible to modify the configuration interactively at any time before or during execution. Examples include adding or removing processes to or from the configuration, and adding, changing, or deleting communications between processes.

Consider the control-flow abstraction versus the dataflow abstraction in this system. The control-flow abstraction is used to model the functions of the underlying application program.
Using VASE for Interactive Visualization and Steering

In this example, the scientific application (called Topopt) is supposed to find a density function describing the distribution of a fixed amount of material that generates the stiffest possible structure under the conditions specified by the parameters. The figure below shows the control graphs for Topopt and Xviewer, the visualization program. Xviewer uses a series of polygon data sets to produce animated displays, and provides interactive rotation and zooming capabilities through its user interface. The application developer has already inserted the breakpoints shown. The configurator has assigned these processes to two computers in the network, and has set up communications such that whenever Topopt writes anything to output Port A, Xviewer can read that data at BP1 via input Port B.

Your tasks here are to cause the desired data to be written to Port A so that it can be tracked, and to perform any steering operations desired as the experiment progresses. To perform the first function, you create a textual script to be executed whenever a breakpoint is encountered in Topopt. The script is written in a subset of C, and maps density to color, producing a two-dimensional display of the structure via calls to a library of visualization functions. You can modify the script at any point during execution to guide the visualization or change the mapping of data to a graphical representation.

To steer the scientific calculations themselves, you incorporate scripts or ad hoc programming statements at any time during execution, thereby guiding the computations in new directions as the intermediate results begin to appear. For example, at BP2 in Topopt, you can at any time change the values of variables and parameters in calculations, enter new calls to existing routines, or enter new code to be executed.

Here two VASE control flow graphs describe the logic of the two processes involved. A dataflow abstraction of how the processes communicate is also shown: each process is a node with input and/or output ports, and an arc between the nodes describes the flow of communications. (Adapted from Haber et al.)

(written in C or Fortran, control-flow-oriented languages). In contrast, the dataflow abstraction is not used to model programs written in another language, but rather to support specification of communications. The use of control-flow graphs is necessary for consistency; it would be unreasonable to ask users to mentally “translate” back and forth between dataflow and control-flow ways of describing a single program. But when no underlying program exists, dataflow graphs support straightforward specification of desired logic (for communications in this case).

At this point you, the researcher, take over. When the system encounters a breakpoint, you may choose a course of action via menu selection. One option is to disable a particular breakpoint, causing it to be completely ignored until it is later reenabled. Or, you might specify that whenever a particular breakpoint is executed the system should pause, allowing imperative textual program statements to be entered ad hoc and executed in immediate mode using the command interpreter, until you tell the system to resume execution. Programming statements do not, however, always have to be entered at the keyboard on an ad hoc basis: you can enter a script of programming statements, specifying automatic execution whenever a particular breakpoint is encountered.

A wide variety of steering actions is possible. For example, in the scientific application the researcher can modify the values of variables, add new variables, call existing routines, or even write and execute new routines. The researcher can also add or change scripts at any point. The only limitations are that the structure or type of an existing variable cannot be redefined, and existing calculations in the original application cannot be modified.

SCENE

The Scientific Computation Environment for Numerical Experimentation, or SCENE, is an evolving scientific visualization environment for Smalltalk, an object-oriented language and
Steering with SCENE Tools

The SCENE environment includes a number of visual tools. For example, if you enter an equation in the differential equation solver tool, the output is parsed and encoded, and then delegated to a remote computer with algebraic software. You may intervene with the computation at any point where Smalltalk is in control. If any part of the problem is altered (including the equation itself), the result is recomputed and reflected in a solution window.

This figure depicts the output of the equation solver tool. The solutions to the problem were returned from the back end to the Smalltalk interface for graphical display. Here the user has selected “changeEquation” from the menu to experiment further with the equation. (Adapted from Peskin, Walther, and Bouez.

Here SCENE’s vector tool is illustrating vector flow with path interpolation. The user can zoom in for an expanded view of any region or subregion as many times as desired, as shown in the upper right. In the box in the middle of the screen, the original data value corresponding to one of the vectors on the screen has been retrieved. (Copyright 1991 by International Business Machines Corp.; reprinted with permission.)
environment. The advantages of a Smalltalk-based approach are significant, because Smalltalk's features inherently provide a foundation on which complex steering capabilities can be developed.

In Smalltalk, a class defines an abstract data type, and objects are instances of that type. Classes are arranged in a hierarchy, and each class can inherit or override code (methods) defined for the classes above it. Such code is invoked by dynamic message-passing, so termed because it is done entirely at runtime. When an object is sent a message during execution, its class definition is checked to see if a corresponding method definition exists. If not, its ancestors in the hierarchy are searched until an appropriate method is found (or until there are no more to check).

The applicability of dynamic message-passing to steering lies in its ability to support runtime access to the symbol table. Smalltalk capitalizes on this. Since the environment contains an integrated editor, incremental compiler, and runtime system, it is possible to incrementally develop and test code even without the SCENE enhancements. You can define a method and then immediately test it by sending a message to an applicable object. Since code can be changed interactively, breakpoints can be inserted or deleted at will. You can run a simulation for a period of time, interrupt it via the keyboard or a breakpoint to send an object ad hoc messages, make changes and additions to the code, and then continue the simulation without losing the previous state information. This support for many of the characteristics needed for steering is available without the scaffolding needed in procedural approaches.

SCENE is a collection of Smalltalk classes for scientific visualization in fluid dynamics. Some of the classes are implementations of visual tools for steering Smalltalk programs (a few are described in the sidebar on the left). SCENE was designed (1) to demonstrate the applicability of Smalltalk's integrated object-oriented environment to steering scientific simulations, and (2) to add more powerful capabilities for steering computationally intensive applications. The researcher incorporates instances of these classes into an application by programming in Smalltalk. Since some of these classes are visual tools, a number of steering tasks can be performed using graphical mechanisms; others are done textually.

One of the problems that has been addressed experimentally in SCENE is performance. Smalltalk isn't known for speed, and this is true of most other object-oriented languages as well, although there has been recent progress in this area. In SCENE, Smalltalk classes have been implemented on a front-end graphics workstation, with C versions existing on the back-end support systems (such as a supercomputer) to provide high performance. These modules operate cooperatively and transparently between platforms. In early experiments, identical Smalltalk and C versions had to be created manually, but more recently automatic generation of back-end C code during interactive visualization has been reported.

SCENE uses an object-oriented data management approach to support exploration of an object's computational behavior through time. This approach has been prototyped for applications based on collections of numeric data. Using a hashing scheme, data are stored in a database according to their spatial and temporal positions. To make use of these data, a tool that creates a visual representation from data must also be able to compute the inverse, that is, to determine the corresponding data object(s) from a point on the screen. For example, in the box on the left in the bottom figure on page 51, SCENE's vector tool displays detailed information about an object that has been clicked on.

The use of this spatio-temporal approach to data management not only provides access to any object at any time, but also allows objects to be changed incrementally. This is facilitated by the fact that the components of an object are not stored together. Thus you can add a new numeric field to an object that already has several fields by allocating space for it and entering appropriate keys and pointers into the hash table. For example, suppose a large computational fluid dynamics application producing basic velocity-field vectors has been completed. If, upon examining the output, you decide that vorticity information would also be helpful, you describe the new field to the SCENE tool (by naming it and identifying it as a scalar or vector), and enter a mathematical expression defining its contents. SCENE then computes the new values based on the other information already in the database, and stores them without restarting the application; hence, the other components do not have to be recomputed.

Visual programming languages in scientific visualization

As we have already seen, visual approaches are increasingly used as a way of making advanced capabilities more accessible. But in the systems just described, there is a barrier beyond which
visual interaction is no longer possible, forcing the scientist to revert to traditional text-based programming methods. Visual programming languages strive to remove this barrier, allowing the scientist to perform the entire process—programming, visualization, and steering—interactively and visually. This area of research has as its primary emphasis improving how steering is done. Here we present a few representative systems to suggest how visual programming languages might help us achieve flexible steering in scientific applications. Figure 2 presents similarities and differences among these systems.

**Visual dataflow programming: VPL and Khoros**

VPL is a visual dataflow programming language and environment. It was designed initially for interactive image processing but is not restricted to this domain. It provides general programming capabilities, including conditionals, loops, recursion, and higher-order functions. Because it is a programming language, you can create a complete scientific application in it without having to use one language or tool to create visualization code and another to write the scientific application. VPL does not follow the conventional programming process of editing, debugging, linking, loading, and executing. Rather, you can add, view, modify, or remove program fragments interactively and visually at any time during execution, with results shown immediately and dynamically. This is perhaps the most important contribution that visual programming languages, and VPL in particular, can make in steering: distinctions among such operations as programming, tracking, and steering can be eliminated.

A VPL dataflow graph is created in much the same way as an AVS dataflow graph, with icons being dragged from a library to a workspace and then connected as nodes in the graph. However, there is a fundamental difference between the two approaches. In AVS, you use the visual environment to manage textually-created program modules; in VPL, manipulating the dataflow graph is the only way to program.

The use of dataflow nodes to perform even the simplest operations is termed fine-grained dataflow, an example of which was seen in Vista. In contrast, AVS uses coarse-grained dataflow, meaning that each node is defined to be some collection of calculations, which in the case of AVS are defined in C or Fortran. VPL supports both fine-grained and coarse-grained dataflow. The use of fine-grained dataflow provides consistency in the language, since there is only one way to program and it is completely visual. But you would quickly be overwhelmed with low-level details if VPL did not also support coarser granularity. To create a complex node, you connect nodes that have previously been defined (by the system or by you). This collection can then be added as a single node to the toolkit of available nodes and used in the usual way. Because the programming process is the same whether you use the primitive or the complex nodes, you can abstract away any combination of nodes, building abstractions out of other abstractions. This provides procedural abstraction, a necessary feature for any programming language intended to be used in creating sizable programs. The sidebar on the next page shows an example of programming in VPL.

It is possible to program solely by connecting nodes because these nodes are functional operations into which and out of which data flows; there are no hidden states and no possible side-effects in VPL. Execution is automatically sequenced by the system according to the dependencies inherent in the routing of data. To preserve a high degree of interactivity and responsiveness, VPL prioritizes and distributes the computational tasks. The front end, which supports tasks related to user interaction, runs on a color workstation, and the other parts of the system, including the computationally demanding image-processing functions, can run on the workstation or elsewhere on the network.

VPL’s use of polymorphism reduces the amount of mechanistic programming needed.
For example, you can program an operation that displays a value with a textual description centered below it without worrying about whether that value is an integer, image, or string. Polymorphic operations like this can be created because a number of the built-in primitives (out of which user-defined operations are defined) are themselves polymorphic. The advantage to this is that you do not have to create numerous similar operations whose only differences are that they work on different types; a potential disadvantage is that the system might not be able to inform you of type-related programming errors. In VPL, however, this problem is largely solved through a type-inference system that automatically tries to infer what types will flow through the dataflow graph, informing you if incompatibilities arise.

Like VPL, the visual programming language used in the Khoros system is based on the dataflow model. They both use nodes to represent routines that have been written in other languages. But unlike VPL, Khoros uses the dataflow metaphor primarily at a coarse-grained level.

Khoros's language-based approach to adding visualization capabilities to externally written applications differs subtly from the toolkit approach represented by AVS, and from the approach represented by VPL, which does not incorporate arbitrary, externally-written code. Using built-in facilities, you convert C or Fortran routines used in other scientific applications into Khoros nodes and then connect them, along with mathematical and image-processing library routines, into a dataflow graph similar to those described earlier. In Khoros, programming is possible at the connection level via programming constructs that can be placed in the dataflow graph like any other node. In this way an existing scientific application, originally written in C or Fortran, can be rebuilt as a Khoros program with the routines brought together with iteration and conditional-execution nodes (see the sidebar on page 56). This ability to combine existing textual code with new code created via a visual programming language distinguishes Khoros from all the other dataflow approaches described in this article.

Visual programming with forms and formulas:

Forms/3+

Forms/3+ is a proposal to extend the visual form-based programming language to support interactive visualization and steering in a distributed environment. Forms/3+ supports steering by building on two characteristics of Forms/3. First, you program by entering ordinary mathematical formulas. Second, Forms/3 emphasizes abstraction using visual, interactive mechanisms, thereby helping researchers write complex applications without calling on a professional programmer.

To program in Forms/3, you place cells on forms and provide formulas to define desired calculations. The formulas are entered using a combination of typing and direct manipulation, and are represented by a visual mixture of text and graphics. Forms/3+ identifies some of the formulas as being computationally intensive, automatically designating them for distribution to a remote supercomputer. Forms/3+ extends Forms/3 through this automatic distribution and through other mechanisms aimed at high performance. The system continuously evaluates (solves) formulas as needed to keep the displayed cells up to date. Because the programming process is visual and highly interactive, and because it employs immediate and

Programming with VPL

In the figure below, the VPL user is defining a new Repeat operation. (VPL actually has a built-in Repeat operation, but for the purposes of this example, we will pretend it does not exist.) While the user is building the graph using direct manipulation, the workspace is completely active, so the user can try to run sections of the code simply by feeding a source of data into them and triggering execution (by connecting Probe nodes or other display operations). As soon as a name for the new operation has been established it is added to the Components Browser; at this point it can also be incorporated into a program, even if its definition is not yet complete. This is the feature that enables the use of recursion.

![Diagram of VPL Repeat operation]

The Repeat operation is being defined visually. Note the use of recursion within the definition. (Adapted from Lau-Kee et al.)
continuous visual feedback, steering is just the process of temporarily interrupting evaluation in order to add or change formulas.

Formulas in Forms/3 do not have to be strictly numeric; they can also include textual and even graphics operations and primitives. But no matter what type of data is employed in a formula, it is still simply an expression; for example, the formula for a cell C could be A+B, and no side effects are possible. Thus the system can automatically sequence the evaluation of formulas according to their dependencies.

Since every cell has a formula, every cell has a defined value (if no formula has yet been entered, the cell's default is the (constant) formula NoValue). Each formula can produce an answer as soon as it is defined, because the cells to which it refers also have values defined. This continuous evaluation provides an immediate source of error feedback, so you can notice and correct many logic errors as soon as they are entered, rather than discovering and trying to track them down later. Using automatic type inference, an incremental type-checking system immediately checks each new formula entered to decide if it contains a type incompatibility.

A goal in many visual programming languages is conceptual simplicity. A simple, small language can be more accessible to a researcher than traditional programming languages. The goal is to eliminate concepts without eliminating the expressive power they provide. Forms/3 is an example of the active work in this area.

For example, unlike traditional textual languages, the Forms/3 approach to procedural abstraction does not require a special process of declarations and definitions. Rather, it uses the form as a grouping and encapsulation mechanism. To encapsulate a reusable group of formulas, you place cells with these formulas on a new form and name it something mnemonic such as GroundWaterSimulation (see the sidebar, right). Some of these cells can be hidden through the menu-based formatting mechanisms.

**Khoros Example**

Like other dataflow environments we've described, Khoros uses nodes connected by arcs to represent a program. In Khoros, these nodes represent routines that have either been provided in the Khoros library, or have been previously written in C or Fortran and converted into Khoros nodes.

The application below is averaging 10 noisy images together to form a clean image. The nodes are the routines that act upon the images. Notice the use of count_loop; it is an example of a construct allowing program-controlled repetition. This and the if_then_else (not shown here) are examples of the kinds of programming constructs that make Khoros a visual programming language rather than simply a visual toolkit. Because of such constructs, not all the power of a program has to be located inside the modules. This allows textually programmed modules to be incorporated into a dataflow graph with more flexibility than is true of tool-oriented approaches, and also encourages smaller, reusable modules that can produce the intermediate results necessary for tracking.

The Khoros environment includes a visual programming language known as Cantata, which can be used with library routines or with routines written in other languages. In this example, Cantata is averaging 10 noisy images together to form a clean image.
that are used to control a cell's appearance (fonts, colors, and so on). After the cells on the new form have been defined, it is available for use. You can create and modify copies of the form by direct manipulation, or the system can do it automatically. This provides the same functionality as parameterized procedures in traditional programming languages, but does so

Steering with Forms/3+

In this example, you (the researcher) are modeling groundwater flow in an unconfined aquifer using numerical methods. Part of this model is executing on a remote supercomputer and part on a local workstation, but you control and steer the simulation as though the program resided entirely on the workstation. The water elevations appear continuously on screen as they are calculated (see the top figure on the right).

If you open up a well form via a menu and click on the displayed well, the form will show details that can be modified at any time during execution (see the middle figure on the right). This is because the well details, like all data, are specified by entering a formula, such as the constant formula “20” for the cell “Pumping rate.” The well's graphical appearance on screen is also controlled by a formula that can be changed at any time. Formula changes are immediately reflected in the displayed cells they affect.

The model itself can also be changed the same way as the visualization—by entering changing formulas. Such formulas may be numerous and mathematically complex, and for this reason are usually grouped in one or more forms intended to perform a particular group of related calculations. This is an example of the Forms/3 approach to abstraction. In the bottom figure, a form entitled Direct Solution performs the calculations needed to determine the water table elevation, given the parameters shown at the top of the form. The system automatically creates as many copies of the form as are needed to calculate over different sets of parameter values. Many cells on the form are not shown because you have chosen to hide them to avoid unnecessary visual clutter. If desired, you may choose to make the cells visible, thus removing a layer of abstraction to reveal the underlying details.

Similarly, the researcher can view the numeric data showing groundwater levels, and steer the model and/or the visualization by entering new or changed formulas or values. The formula for each element of the Water-Level matrix is a reference to cell Elevation (indicated by the arrow) on the relevant copy of the Direct Solution form, which contains the calculations needed to determine elevation given the parameters shown.
without introducing the concepts of formal parameters, actual parameters, and methods of parameter passing. Data abstraction is supported using the same mechanism: new abstract data types are defined via forms, cells, and formulas. Forms/3 includes an explicit time dimension. The formula for a cell actually defines a vector of values along a time dimension, rather than an atomic value. The position of the workspace along the time axis determines which value in a cell’s time-indexed vector will be displayed, namely the most recent value that occurs on or before the position of the workspace in time. In Forms/3+, this allows you to interactively control the tracking of data values, regardless of which machine they reside on. You can view new values as they appear, and interactively move backward and forward in time to review the evolution of values.

**Visual constraint programming: ThingLab**

ThingLab\[^{15}\] is an object-oriented constraint-based visual programming language originally designed for constructing interactive physics simulation environments. (In describing ThingLab, we will also include features contributed by the later ThingLab II,\[^{16}\] which was designed specifically for constructing user interfaces. While this later system is not intended for simulations, we include it in the description because of its advances in the use of constraints in a visual programming language. For the purposes of this article, we will not distinguish between the two systems.) Using ThingLab, you program and steer simulations by interactively specifying and manipulating constraints on the data. The system’s constraint satisfaction mechanism continuously tries to keep all constraints satisfied, which enables changes to be made to a program during execution, with the changes immediately incorporated into new results. ThingLab programs can be run on a single computer or in a distributed environment.

The basic idea behind constraint-based programming is that given a set of constraints (rules) describing the invariant properties and relationships of all values in a particular problem space, the set of solutions is the set of values that simultaneously satisfy all constraints. To illustrate constraint programming, consider the familiar task of unit conversion (see the sidebar to the left). For example, the equation \( F = \frac{9}{5}C + 32 \) converts Celsius temperatures into Fahrenheit units. At first glance, this small constraint program looks the same as a program written in any number of languages. But in most languages, such a program can only be used to produce Fahrenheit values from Celsius values. In constraint programming, if \( C \)'s value is known, it can be used to compute \( F \); likewise, if \( F \)'s value is known, it can be used to compute \( C \). Thus this program is not a statement of some computation to be performed, but a true equation expressing a relationship between \( F \) and \( C \). Furthermore it is entirely equivalent to the program \( C = \frac{5}{9}(F - 32) \).

In constraint languages in general, a program is a collection of constraining equations such as

---

\[^{15}\]ThingLab

\[^{16}\]ThingLab II
Table 1. Classification by paradigm.

<table>
<thead>
<tr>
<th>System</th>
<th>Scientific application paradigm</th>
<th>Visualization or steering paradigm</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVS</td>
<td>Textual imperative (C and Fortran)</td>
<td>Visual dataflow (coarse-grained only)</td>
</tr>
<tr>
<td>Vista</td>
<td>Textual imperative (C and Fortran)</td>
<td>Visual dataflow (fine-grained only)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Also imperative breakpoints textually inserted into scientific application</td>
</tr>
<tr>
<td>VASE</td>
<td>Textual imperative (C and Fortran)</td>
<td>Textual imperative</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Also visual coarse-grained dataflow to configure communications</td>
</tr>
<tr>
<td>SCENE</td>
<td>Textual object-oriented (Smalltalk)</td>
<td>Textual object-oriented</td>
</tr>
<tr>
<td>VPL</td>
<td>Visual dataflow</td>
<td>Visual dataflow (fine-grained and coarse-grained)</td>
</tr>
<tr>
<td>Khoros</td>
<td>Textual imperative (C and Fortran)</td>
<td>Visual dataflow (primarily coarse-grained)</td>
</tr>
<tr>
<td></td>
<td>Also visual dataflow programming to link imperative code</td>
<td></td>
</tr>
<tr>
<td>Forms/3+</td>
<td>Visual form-based</td>
<td>Visual form-based</td>
</tr>
<tr>
<td>ThingLab</td>
<td>Visual constraint-based</td>
<td>Visual constraint-based</td>
</tr>
</tbody>
</table>

Classification by paradigm

The last two dimensions of our taxonomy classify each system by the programming paradigm it supports for scientific applications, compared with the paradigm it uses for visualization programming (see Table 1). By considering the systems from this view, we can better understand the advantages and disadvantages of the different approaches, because these two dimensions reflect the ways researchers must think in order to specify and interact with scientific computations.

One trend that stands out in the table is that for many of the systems supporting preexisting scientific applications, the researcher is forced to continually switch from an imperative programming paradigm for scientific programming to a declarative paradigm (usually dataflow) for visualizing or steering. Conversely, systems that support a single, consistent paradigm for the entire process do not usually support C or Fortran, and therefore do not support preexisting scientific applications. VASE is the exception to this; it has achieved consistency by working within a single paradigm while still supporting preexisting applications, but so far it has incorporated only primarily textual means to do so.

The most prevalent approach used by visual programming languages for scientific programming as well as for visualization and steering is the dataflow paradigm. Perhaps this is due to its emphasis on computation, and to its naturally visual representation of the relationships among data. This combination seems well suited to the expression of scientific calculations, both ad hoc and permanent, and to the calculations required to convert one group of...
representations, such as a group of integers, into another, such as a contour map. Approaches based on fine-grained dataflow also carry the advantage that the sequencing of computation is no longer a task of the programmer/researcher; rather, the system can automatically take care of all scheduling based on data dependencies. Automatic scheduling is also possible in coarse-grained dataflow systems that represent modules written in C or other imperative languages, but programmers must exercise more care with this class of systems because imperative languages allow side effects in calculations, which makes the sequence in which each node is executed more of an issue.

Like the dataflow paradigm, the form-based and constraint-based approaches focus on the computations needed to arrive at the desired answers. The form-based paradigm has the advantage that it allows the researcher to write a program by simply providing appropriate mathematical formulas. This feature capitalizes on the fact that experimental scientists and engineers are accustomed to thinking and working in precisely this way. Because changing a formula on screen provides immediate visual feedback, programming and steering resemble experimenting more closely than they resemble traditional programming. This notion of experimenting is also well supported by the constraint-based paradigm when used with physical simulations of multiple objects, all of which may have complex and even circular effects on each other. Like the dataflow paradigm, form-based and constraint-based systems can generally sequence calculations automatically.

Future directions and open problems

Research contributing toward visual steering capabilities is still very young, and many research questions remain.

Scaling up

Despite recent progress, most visual programming languages are still inadequate to the task of large-scale programs such as those needed for scientific applications. To solve this scaling-up problem in the context of steering, it is necessary to devise solutions that do not undermine the characteristics that make visual programming languages conducive to experimentation, such as immediate visual feedback, direct manipulation, and concrete representation. The difficulty is that these characteristics contribute to a proliferation of details and performance penalties that can severely hamper a researcher’s productivity in working with a large application.

Metacomputing

In much of the current work in scientific visualization, researchers must be aware of each separate computer’s function; which computer is running which program, where each relevant variable is located, and how to converse with each machine involved (such as through Unix commands). Often the researcher must have so much knowledge about programming, operating systems, and networks that the help of a computing professional is required. Smarr and Catlett’s notion of metacomputing is useful here: Tomorrow’s computer users will use only one machine on their desks; if additional resources are needed, the system will automatically reach out across a network to accomplish the task. Most scientific visualization systems are still not addressing this notion of the researcher doing the complete task, without depending on computing professionals for any portion of the task.

Visual programming for steering existing scientific applications

Users are loath to discard existing scientific programs, which can be complex, large, and expensive to recreate. But there are difficult technical problems in devising a visual programming language for steering scientific applications written in another language. Users need ways to easily and clearly communicate with the system using a visual language about changes to logic and data in a program written in another (textual) language. The matter of interprocess communications in general becomes more difficult. Because of this, although several systems support various kinds of visualizations for scientific programs written in C or Fortran, most of these cannot be used for steering.

Yet, despite substantial problems, evidence suggests that doing so is possible. VASE has managed to achieve steering of existing applications, although not through the use of a visual programming language, and visual debuggers already support limited forms of steering textual programs visually. Further, the success of visual systems in postprocessing, tracking, and interactive visualization of existing applications, as well as for steering programs written in visual programming languages, demonstrates their potential in this area. However, extension of these approaches to allow fine-grained additions, changes, and deletions to preexisting applications will be difficult: application code will need
to be represented using a visual programming language so that the researcher can not only visualize and steer but also change the program, temporarily or permanently, using that same language. The blurring of distinctions among programming, visualization, and steering—to which visual programming languages have contributed—should be maintained.

Virtual reality

Work on interactive scientific visualization in a virtual reality environment is emerging. In virtual reality environments, a researcher can experience a simulation rather than watch it passively. Klaus Schulten and his colleagues at the Beckman Institute Center for Concurrent Biological Computing have developed a system for simulating molecular dynamics which incorporates virtual reality technology, offering very advanced user interfaces for interacting with the model. Via devices such as head-mounted special glasses and a data glove, the user can interactively control objects in the model, not only seeing the molecule's structure in 3D but also manipulating its molecular structure. Within that system only the objects themselves may be modified; the visualization code, model code, and other supporting objects are not accessible.

Can virtual reality technology be extended to enable full steering of scientific applications? To do this, it is necessary to harness the technology in a way that provides not only a user interface with vivid visualization capabilities, but also true programming capabilities.

Researchers in interactive scientific visualization systems and in visual programming languages have been making contributions toward combining the two areas, but have approached the problem by separate paths. Recent research shows that steering capabilities can eliminate the artificial separation between simulation and data analysis, allowing insights through interactive experimentation that were not possible before. Visual programming languages make this power accessible to the researcher because they do not require traditional programming skills, and because they eliminate the distinctions among programming, visualizing, and steering.

By combining emerging research in these two areas, perhaps the prediction of the Panel on Graphics, Image Processing, and Workstations will finally be fulfilled: "Visualization will put the scientist into the computing loop and change the way science is done." 
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