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ABSTRACT  

In recent years, research has revealed gender biases in 
numerous software products. But although some 
researchers have found ways to improve gender 
participation in specific software projects, general methods 
focus mainly on detecting gender biases—not fixing them. 
To help fill this gap, we investigated whether the 
GenderMag bias detection method can lead directly to 
designs with fewer gender biases. In our 3-step 
investigation, two HCI researchers analyzed an industrial 
software product using GenderMag; we derived design 
changes to the product using the biases they found; and ran 
an empirical study of participants using the original 
product versus the new version. The results showed that 
using the method in this way did improve the software’s 
inclusiveness: women succeeded more often in the new 
version than in the original; men’s success rates improved 
too; and the gender gap entirely disappeared.  
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1 INTRODUCTION 

Awareness of biases in software has increased in recent 
years. Some biases are embedded in data and algorithms 
that power a software product, out of the sight of regular 
users (e.g., [8, 30]). Others are more noticeable, permeating 
user experiences [7, 13, 58] and even the ways computing 
professionals think about their users [9]. Software biases 
are of critical importance: they can affect organizational 
and community health and even individuals’ job prospects 
and outcomes in the criminal justice system [40].  

Fortunately, the computing professions are awakening 
to problems like these, and new conferences and 
conversations are emerging about the need to address 
biases (e.g., [24, 34, 63]). Also emerging are research 
methods to help detect such biases (e.g., [25, 56]).  

GenderMag [15] is one such method. GenderMag is a 
method in the cognitive walkthrough family that enables 
identification of gender biases in interfaces and in the 
workflows these interfaces make possible. By identifying 
issues that, for example, fail to support cognitive styles 
frequently associated with a gender, GenderMag can be 
used to detect gender biases in interfaces and workflows.  

However, merely detecting gender biases does not fix a 
product. Thus, in this paper we used GenderMag to 
investigate whether and how biases detected can be 
leveraged into design solutions that make software more 
usable and inclusive. 

Toward this end, we conducted a 3-step investigation 
using high-fidelity prototypes of Microsoft Academic 
(academic.microsoft.com), an academic search engine: 

(Step 1) Two HCI researchers conducted a GenderMag 
analysis to identify gender biases in the software. 

(Step 2) We used the results of Step 1 to directly derive 
redesigns for several aspects of the interface that Step 1 
identified as problematic. 

(Step 3) We ran a qualitative empirical study with 20 
participants, to investigate whether the redesigned 
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prototype was more usable and inclusive than the 
prototype we started with. 

This paper makes the following research contributions: 
First, it is the first to empirically evaluate whether a gender 
bias detection method (GenderMag) can lead to design fixes 
that actually improve software’s usability and 
inclusiveness. Second, it provides examples of GenderMag-
inspired redesigns that improved usability and 
inclusiveness, and those that did not. Third, it empirically 
evaluates the accuracy of the detected issues and biases, in 
terms of false negatives (incompleteness) and false positives 
(identifying an issue when none was present). Finally, it 
illuminates the nuanced relationship between individual 
differences in cognitive styles vs. gender biases in software 
interfaces. 

2 BACKGROUND AND RELATED WORK 

2.1 Related Work 

Prior research has established that individual differences in 
how people use software features tend to cluster by gender. 
Research spanning numerous software domains has shown 
that today’s software mostly supports only the styles 
favored by men—for example in spreadsheets [4, 5, 6, 26, 28, 
32, 60], visualization systems [7, 62], online classwork 
platforms [50], web and home automation [19, 51, 52, 55], 
intelligent agents and robots [41, 58], and programming 
tools [12, 47]. 

Research to improve gender inclusiveness in software 
falls generally into two categories. The first category 
contains methods and practices for avoiding or identifying 
gender inclusiveness issues in software. The advantage of 
methods is scalability: if the methods are effective, they can 
help large numbers of projects detect and/or avoid gender 
inclusiveness issues. Processes for design and decision-
making are examples of such methods. For example, 
Williams captures a number of design process 
recommendations that are about including women in the 
decision-making processes that shape software [65]. The 
GenderMag method [14, 15, 31, 47] used in this paper is in 
this category. 

The second category, demonstration software projects 
concretely improves software’s fit to different genders. 
Some of these software projects aim to appeal specifically 
to women or girls, such as Goldiblox and Storytelling Alice 
[37]. Kafai and Burke term this kind of approach “building 
new clubhouses” [36], as a counterpoint to the well-known 
work by Margolis and Fisher about “unlocking” the (men-
only) computing clubhouse [45].  

Other demonstration projects aim to support both men 
and women, often by removing barriers or enhancing 
features. This kind of approach has a pluralism theme such 
as advocated by Bardzell [3], i.e., the idea that most 
individuals do not fit neatly into a single gender bin [18], 
and that removing barriers can help everyone regardless of 
the gender with which they identify. 

An example of the pluralism approach is Gidget, a 
debugging game for novice programmers. Its gender 
inclusiveness comes from innovating certain programming 
environment characteristics, such as: portraying the 
computer as fallible, personifying error messages, and 
presenting explanatory help in forms compatible with both 
women’s tendencies toward comprehensive information 
processing and men’s tendencies toward selective 
information processing [35, 42, 43]. Another example is 
LilyPad [10, 11], a “maker” product with the same 
functionality as Arduino, but for wearable computing 
projects. It combines the “build it” tradition of boys’ play 
worlds with craft traditions like sewing and textiles of girls’ 
play worlds [36]. Another example is StratCel [27], an add-
on for Excel that supports problem-solving strategies 
statistically associated with women in addition to those 
statistically associated with men [60]. 

Although gender inclusiveness in software is a relatively 
young area, we believe the time has come for a third 
category, one that bridges the first two. In this third 
category, HCI professionals would use a method from the 
first category to avoid or remove gender biases in software 
as in the second category. Researchers would then 
empirically evaluate the method’s effectiveness by 
comparing users’ experiences or performance with the 
original version of the software product vs. the new post-
method version. The result brings the generality from the 
first category together with the concreteness and practical 
impacts from the second category. 

This paper is in this third category: it evaluates the 
ability of a gender bias detection method (GenderMag) to 
improve the actual gender inclusiveness of a software 
product. This paper is, to our knowledge, the first to 
empirically investigate any gender inclusiveness method’s 
effects on an industrial software product.  

2.2 What is GenderMag? 

Because this study investigates the effectiveness of the 
GenderMag method [14, 15, 31, 47], we briefly summarize 
it.  

GenderMag (gendermag.org), short for “Gender 
Inclusiveness Magnifier” [15], integrates a specialized 
cognitive walkthrough with research-based personas that 

http://gendermag.org/


   
 

 
 

capture individual differences in how people problem solve 
and use software features—differences that statistically 
cluster by gender. GenderMag has been used to detect 
gender biases in several commercial and open source 
software products (e.g., [12, 14, 22, 47, 57]). 

The GenderMag method rests on five problem-solving 
facets (Table 1), and brings the facets to life with three 
multi-personas—“Abby”, “Pat(ricia)/Pat(rick)”, and “Tim”. 
They are multi-personas in that their backgrounds, photos, 
job titles, education, etc., are customizable. The facets, 
however, are fixed. Abby’s facet values (shown concretely 
in Figure 1) are more frequently seen in women than other 
genders, and Tim’s facet values (see supplemental 
document) are more frequently seen in men than other 
genders. The Pats’ (identical) facet values emphasize that 
differences relevant to inclusiveness lie not in a person’s 
gender identity, but in the facet values themselves [31].  

The personas and facets are integrated with a specialized 
cognitive walkthrough (CW) [64]. The specialization adds 
the cognitive facets above, to detect biases that occur at 
statistically different rates by gender. In the Methodology 
section, we detail the GenderMag analysis process in the 
context of the current investigation. 

3 METHODOLOGY 

Our investigation followed a three-step process. In Step 1, 
two HCI researchers conducted a GenderMag analysis on a 
high-fidelity paper prototype of the product to identify 
gender bias issues. In Step 2, we redesigned the prototype 
to address the majority of those issues. In Step 3, we 
conducted a between-subject Wizard of Oz [39] study to 
empirically compare the two prototypes. 

We conducted the investigation in the context of 
Microsoft Academic, an academic search engine that 
identifies, categorizes, and retrieves scholarly publications 
[49]. During the investigation, one of the authors was 
working with the Microsoft Academic team on Microsoft 
Academic’s interface. 

3.1 Step 1: GenderMag Analysis 

For Step 1, we followed the GenderMag procedures 
described in [15, 17], which begin by choosing persona(s). 
We chose the Abby and Tim personas [17], because they 
represent opposite ends of the GenderMag facet value 
ranges, and customized their ages, occupations, hobbies, 
etc. to fit the product’s target users and the study’s context, 
a university in the U.S. (Figure 1; see the supplemental 
document for full details).  

GenderMag walkthroughs use scenarios. For our 
scenarios (Table 2), we used the five main Microsoft 
Academic use cases, which capture the main functionality 
the product aims to support—searching, sorting, filtering, 
and citing papers; and claiming papers under an author 
profile. In total, our scenarios covered most of the Microsoft 
Academic interface. For a GenderMag analysis, scenarios 
must be broken down into subgoals. Subgoals provide 

Table 1. A summary of the facet values for each persona. This paper uses Abby (orange throughout this paper) and Tim (blue). 

 Abby Pat(ricia) & Pat(rick) Tim 
Motivations for using technology Wants what the technol-

ogy can accomplish. 
Wants what the technol-
ogy can accomplish. 

Technology is a source of fun. 

Computer Self-Efficacy (confidence) about 
using unfamiliar technology 

Low compared to peer 
group. 

Medium. High compared to peer group. 

Attitude towards Risk when using  
technology 

Risk-averse. Risk-averse. Risk-tolerant. 

Information Processing Styles for  
gathering information to solve problems 

Comprehensive. Comprehensive. Selective. 

Learning Styles for learning new  
technology 

Process-oriented learner. Learns by tinkering;  
tinkers reflectively. 

Learns by tinkering (sometimes 
to excess). 

 

 

Figure 1. Key portions of the Abby persona used. The 
complete personas are in the supplemental document. 

 

Abby Jones
§ 24 years old

§ A graduate student at …
§ Lives in …

§Motivations: Abby uses technologies to 

accomplish her tasks. She learns new 

technologies [only] if and when she 

needs to…

§Computer Self-Efficacy: Abby has low confidence about doing 

unfamiliar computing tasks.  If problems arise … she often blames 

herself…

§ Information Processing Style: Abby tends towards a comprehensive 

information processing style … she gathers information 

comprehensively to try to form a complete understanding of the 

problem before trying to solve it. …

§Attitude toward Risk: Abby’s life is a little complicated and she rarely 

has spare time. So she is risk averse about using unfamiliar 

technologies that might need her to spend extra time …

§ Learning: ... Abby leans toward process-oriented learning, e.g., 

tutorials, step-by-step processes, … She doesn't particularly like 

learning by tinkering with software …, but when she does tinker, it has 

positive effects on her understanding of the software.

A portion of the 

customized 

background.



   
 

 
 

digestible “abstract” sequences through the scenario (Table 
2). A subgoal has concrete action sequences a product’s 
owner/designer envisions users carrying out. GenderMag 
analysis asks whether users would want and be able to 
perform these actions. 

Given these personas, scenarios, and subgoals, two 
analysts conducted the GenderMag walkthroughs on 
Microsoft Academic using the procedures in [15, 17]. They 
did one such walkthrough of each scenario from the 
perspective of the Abby persona, and separate 
walkthroughs of the same scenarios with the Tim persona. 
Both analysts were HCI researchers, but neither had ever 
done a GenderMag analysis before. The walkthrough 
process answered the following questions about each 
subgoal and about the actions a user would need to perform 
to accomplish those subgoals (italics added to show key 
differences from standard CWs): 

SubgoalQ: Will <Abby/Tim> have formed this subgoal as a step 
to their overall goal? (Yes/no/maybe, why, what facets are 
involved in your answer). 

ActionQ1: Will <Abby/Tim> know what to do at this step? 
(Yes/no/maybe, why, what facets ...). 

ActionQ2: If <Abby/Tim> does the right thing, will s/he know 
s/he did the right thing and is making progress toward their 
goal? (Yes/no/maybe, why, what facets....).  

Using this process, the analysts identified ten issues in 
total, and we followed up on six. The other four issues were 
not empirically viable: one issue did not yield itself to 
testing with a paper prototype and three were not part of 
core tasks in Microsoft Academic, so we could not motivate 
them well in our empirical setting. 

3.2 Step 2: Facet-Driven Redesign  

The outcomes of the analyses identify not only where an 
issue can arise, but why that issue might arise—what 
specific problem-solving facet(s) are not supported in the 
design. Thus, we used the facets identified in Step 1 as 
starting points for creating design remedies. 

For example, the analysts identified an issue for Abby’s 
self-efficacy facet that might affect her interaction with 
filters. To correct this issue, the team focused on Abby’s low 
self-efficacy (Figure 1), and decided to add feedback when 
using the filters so that people like Abby would be less 
likely to believe a problem has arisen in applying the filters. 
Once the team agreed on redesign solutions, we generated 
a new high-fidelity paper prototype. For the rest of this 
paper, we refer to the original system’s high-fidelity 
prototype as the “Original” version, and the high-fidelity 
prototype after redesign as the “post-GenderMag” version. 

3.3 Step 3: Qualitative Empirical Study  

In Step 3 we qualitatively analyzed 20 participants’ use of 
the Original vs. post-GenderMag high-fidelity prototypes, 
with 10 participants per condition for each scenario (Table 
2).  

We recruited participants at a large U.S. university by 
advertising a 5-minute screening questionnaire via listservs 
and flyers. We targeted research-oriented people likely to 
do academic searches, namely faculty members and 
graduate students. The questionnaire used (with 
permission) a subset of an existing Microsoft survey [16] in 
which respondents self-assess their GenderMag facets with 
9-point Likert questions (enumerated in the supplemental 
document). 

Using respondents’ questionnaire responses, we used 
criterion sampling to select 20 participants. The criteria 
were: use academic search engines regularly but had never 
used Microsoft Academic; provide a reasonable gender 
balance; and provide a diversity of facet values. 

Eleven of the resulting participants identified as women 
and nine as men. Their ages ranged from 24 to 63 (median 
27.5). Participants came from a variety of research 
disciplines: Computer graphics technology (3 women + 3 
men), life sciences (2+1), engineering/math (1+2), 
interaction design (2+0), computer science (0+2), other 
technologies (1+1), education (1+0), and unknown (1+0). 
Participants in each discipline were divided approximately 
evenly across the two treatment groups, except that both of 
the interaction design participants ended up in the post-
GenderMag treatment. Participants spanned a reasonably 
wide range of values for each of the five GenderMag facets. 
Figure 2 (Left) shows the number of facets each participant 

Table 2. The scenarios and subgoals discussed in this paper, 
and the issues that arose in each. (The complete list of 
scenarios can be found in the supplemental document.)  

Scenario Subgoals Led to  
Scenario #1-TopInstitution: In 
<field>, look for the top-
ranked institution, and cite 
the most cited paper it 
published within 15 years. 

Subgoal #3: Find 
papers about <field> 
published in the top 
institution.  

Issues 
1 & 2 

Subgoal #5: Cite the 
paper. 

Issue 3 

Scenario #2-TopAuthor: Look 
for the author who published 
the most publications in 
<field> from University of 
Oxford and go to his/her 
author page.  

Subgoal #3: Find the 
author who published 
the most publications, 
go to their page.  

Issue 4 

Scenario #4-ClaimPaper: Ask 
<persona> to pretend s/he is 
<name>, and declare the 
author as her/himself. 

Subgoal #2: Start 
claiming, choose the 
right author.  

Issue 5 

Subgoal #3: Review 
and submit claim. 

Issue 6 

 



   
 

 
 

self-assessed on the Abby side of the grand medians (i.e., 
scoring closer to Abby than the grand median of that facet) 
and on the Tim side of the grand medians. Note that only 
three participants (1 Abby, 2 Tims) were “pure” Abbys or 
Tims; the other 17 participants had mixes of Abby and Tim 
facets. 

We used a between-subject design, balancing 
participants in the Original vs. post-GenderMag treatments 
by gender, academic discipline, and GenderMag facets 
(Figure 2 (Right)). We conducted each session one 
participant at a time with a facilitator and an observer. The 
participants’ tasks were to perform the same scenarios as 
used in the GenderMag analysis (Table 2). We collected 
audio recordings and observation notes from the sessions, 
and qualitatively analyzed participants’ data one facet at a 
time. Since every participant has a value for each of the 5 
facets, this means that each facet’s data came from all 11 
women and all 9 men.  

3.4 Bringing the Three Steps Together  

The GenderMag analysis of the Original prototype 
identified ten issues, and we investigated six, as explained 
above. For these six, we analyzed results strictly by 
GenderMag facet—not gender. When all analysis by facet 
was complete, we then reconsidered the results from a 
gender perspective, which we defer until Section 9. 

4 RESULTS: OVERALL TASK SUCCESS 

We begin by answering the central research question: if 
designers redesign around GenderMag-detected biases, can 
this actually make a more usable and inclusive piece of 
software?  

As the results in Table 3 show, the usability answer is 
“yes”: for every issue except Issue 3, fewer post-GenderMag 
participants than Original participants experienced action 
failures. (We counted an action failure whenever a minute 
passed without the participant figuring out the 

action/subgoal, or the participant asked for help; we then 
showed the participant what to do so they could continue 
with the rest of the task.) In total, post-GenderMag 
participants failed less than half as often as Original 
participants did. 

Next, we consider the inclusiveness question at the level 
of facet values. If inclusiveness issues are found for a 
particular facet value using GenderMag, and then changes 
to fix the issues are made, does the software become more 
inclusive for people with that facet value? Table 4 answers 
this question.  

The table lists the issues by the facet results of Step 1 
(GenderMag analysis). A checkmark indicates that the 

Table 3. Number of participants with action failures in the 
Original (n=10) vs. post-GenderMag (n=10) treatments.  

Issues Original  post-GenderMag  
Issues 1 & 2 2 0 
Issue 3 4 4 
Issue 4 6 2 
Issues 5 & 6 1 0 
Total  13 6 
Mean/median/mode  1.3/1/2 0.6/1/1 

 

Table 4. Each row shows effects (Step 3) of the redesigns 
(Step 2), for each facet value identified in Step 1 for Abby 
(left symbols, in orange) or Tim (right symbols, in blue): 
✓:  in Step 2, redesigned the post-GenderMag version for 

that facet  value. 
+: post-GenderMag better: (fewer action failures than 

Original). 
–: post-GenderMag treatment worse.  
=: no effect. 
*: no effect because no errors in either version.  

 Facets Redesigned For Effects 

Is
su

es
 1

&
2 

Motivations ✓  + + 
Self-Efficacy ✓  + + 
Risk ✓  * + 
Info-Process ✓ ✓ + * 
Learning ✓ ✓ + + 

Is
su

e 
3 Motivations ✓  + – 

Risk ✓  – + 
Learning ✓  = = 

Is
su

e 
4 Risk ✓ ✓ + + 

Info-Process  ✓ + + 
Learning  ✓ + + 

Is
su

es
 5

&
6 

Self-Efficacy ✓ ✓ + * 
Risk ✓  * + 
Info-Process ✓ ✓ + * 
Learning ✓  + = 

 

 

.  

Figure 2. Participants’ facet distributions. (Orange: more 
Abby facet values than Tim. Blue: more Tim than Abby.)  
(Left) Y-axis: # of participants (out of 20) who had each Abby 
vs. Tim facet combination (X-axis). (Right): The 20 
participants’ facet value distributions in the Original vs. 
post-GenderMag treatments, for each facet in Table 1.  

 

1

5
4 4 4

2
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4
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analysts found an issue for that facet value in Step1 and 
made design changes to the prototype (Step2) to improve 
support for that facet value. The right column indicates the 
empirical effects of that change on task performance.  

For example, the orange checkmark in the top row 
shows that, for Issues 1&2, we redesigned the prototype to 
improve support for Abby’s motivations facet value (task-
oriented). The orange + shows a positive empirical effect 
from the redesign on Abbys, with post-GenderMag task-
oriented participants failing less than Original task-
oriented participants. The blue + in this row shows that, 
although the redesign was not targeting Tim’s motivations 
(no blue checkmark in “Redesigned”), the post-GenderMag 
participants with Tim’s motivations failed less than in the 
Original treatment—a nice side-effect of this particular 
redesign.  

Other outcomes in Table 4 include no effect from the 
redesigns (=), post-GenderMag participants experiencing 
more failures than Original participants (–), and false 
positives: issues the analysts found for a facet that did not 
arise with any participant (*) which also could have no 
effect. Since the table includes only issues the analysts 
decided were issues, false negatives are not shown. (We will 
return to false positives and false negatives in later 
sections.)  

To summarize Table 4, in a few cases the redesigns had 
no effects (3 for Abby’s facets, 5 for Tim’s) or had negative 
effects (1 Abby, 1 Tim). However, for most of the changes, 
the redesigns led to improvements for the facet values being 
targeted, and sometimes for the opposite values of those 
facets. In total, the redesign had 11 positive effects for 
Abby’s facets and 9 for Tim’s. 

5 RESULTS: ISSUES 1 & 2: AN IN-DEPTH LOOK  

What issues did the GenderMag analysis identify, what 
design remedies did we derive, and how did those remedies 
impact usability for different problem-solving facets? In 
this section we address these questions in depth. 

5.1 Issues 1 & 2 GenderMag Analysis (Step 1) 

The analysts identified Issues 1 and 2 during Scenario 1’s 
Subgoal 3 (recall Table 2). By Subgoal 3, the persona (Abby 
or Tim) had already searched for papers in the field of 
Cognition, and had sorted the results by number of 
citations. To then form Subgoal 3, Abby or Tim would have 
to understand that it is possible to filter the results down to 
papers published by authors at only the top institution.  

To identify issues with this subgoal, the analysts 
considered each of Abby’s and Tim’s facet values. From 

these facets, the analysts decided that even forming this 
subgoal could be problematic for both Abby and Tim (Issue 
1). To then perform the action, Abby/Tim would have to 
locate the filter, and the analysts decided this too could be 
a problem for both (Issue 2). Together, these issues involved 
all five of Abby’s facets and two of Tim’s, as we detail next. 

Motivations (Abby): Some people are motivated to use 
technology mostly for the tasks it enables them to 
accomplish (like Abby), whereas others are motivated by 
their enjoyment of the technology for its own sake (like 
Tim) [12, 13, 29, 32, 37, 38, 46]. Because the Abby persona is 
task-oriented, she prefers using features that seem familiar 
and views learning new features as a detour from what she 
is trying to accomplish. The analysts’ notes below show 
how they applied the motivations facet: 

Analyst Notes: “The filters on the left side are something Abby is 
not familiar with (motivations)... looks more like a data 
visualization. She might not know the institutions are 
ranked...” (Analyst is referring to  the screen in Figure 3.) 

Information Processing Style (Abby and Tim): The 
analysts also pointed out that Abby’s information 
processing style was not well-served. People with Abby’s 
comprehensive information processing style try to gather 
fairly complete information before proceeding with 
problem solving [1, 28, 48, 53]. The analysts noted that, 
although in some ways this style would help Abby, she 
would want more information about the feature than was 
given in the interface, such as whether “by rank” is a filter 
at all, how it works, and what the numbers are 
communicating. In contrast, people with Tim’s selective 
information processing style try to follow the first 
promising information, then potentially backtrack. The 

 

Figure 3. Screenshot of the Original prototype with a call-
out of the section relevant to the Subgoal 3. The screen is 
about double the length shown, with more filtering options 
and results. The red boxes emphasize where Abby would 
have run into issues, namely with clicking on “By Rank”, 
and the counts that look like a data visualization instead of 
a filter. 



   
 

 
 

analysts also decided that this preference would also be 
encouraged by Tim’s learning style, which is tinkering-
oriented. Figure 4 illustrates their application to Tim. 

Analyst Notes: “Since Tim leans towards a selective 
information processing and likes ... tinkering (learning 
style), he will click the ‘cognition’ topic...” (wrong action) 

Analyst Notes: “As Abby tends to process the information 
comprehensively, she will find the filter... [But because] the 
filter doesn’t look like [a filter]...”  

Attitude towards Risk (Abby): Abby is relatively risk-
averse with new technologies; she does not like to waste 
time on a feature that might not do what she wants if she 
cannot predict its effects [21, 23]. In applying that facet 
here, the analysts decided that Abby’s risk aversion would 
add to Abby’s desire for more information before 
proceeding.  

Analyst Notes (continued from above Abby example): “...[But 
because] the filter doesn’t look like [a filter]... she will be 
cautious [about] the filters.” 

Self-efficacy (Abby): Self-efficacy is a person’s confidence 
about succeeding in a specific task [2]; computer self-
efficacy is their confidence in performing computing tasks. 
Computer self-efficacy levels affect people’s behavior with 
technology, such as which features they choose to use and 
how willing they are to persist with hard-to-use features 
[12, 13, 33, 50, 59]. People like Abby, who have lower 
computer self-efficacy than their peers, tend to believe that 
technology issues or the absence of feedback indicates that 
they are doing something incorrectly. The analysts decided 

that the lack of feedback from the action would interact 
with Abby’s relatively low self-efficacy: 

Analyst Notes: “After Abby applies the filter, the result on the 
right will be refreshed. But there [is] no obvious [feedback] 
showing how the results linked to the filter ... As a result, 
Abby might not be … sure that … the filters she selected were 
applied (computer self-efficacy).” 

Learning style (Abby and Tim): The analysts also noted 
that Abby’s learning style came into play. Abby prefers to 
learn processes first, rather than tinkering with details first 
[12, 19, 20, 54], but the system’s lack of information or hints 
about process does not support this style of learning. Tim’s 
learning style (tinkering) could also lead him astray, 
exacerbating the influence of his selective information 
processing style, as discussed above. 

5.2 Issues 1 & 2 Design Remedies (Step 2) 

To derive design remedies for both Abby-like and Tim-like 
users, we started with the facets that identified the issues. 
As Figure 5 shows, we addressed two of Abby’s facets—
motivations and risk—by making the filters’ appearance 
look more like filters (removing the number of publications 
on the right side of each bar, which drew attention away 
from the filter-action checkboxes). To help with Tim’s most 
implicated facet, his selective information processing, we 
shortened the list (top 5 instead of top 10), so that Tim-like 
information processors could notice the institution filtering 
option without scrolling. Since the other facet that arose for 
Tim (a tinkering learning style) was magnifying the 
problems caused by his selective information processing 
style, we decided that resolving his most implicated facet 
would be sufficient to handle both. As Figure 6 shows, for 
the feedback problems particularly pertinent to Abby’s 
computer self-efficacy, we added to the top of the filtered 
search results a list of filters that had been applied, as a way 
of providing confirmation to users that they had (or had 
not) accomplished their filtering goals.  

 

 

Figure 4. Screenshot of the Original prototype. The analysts 
decided that Tim would notice the Cognition topic box (in 
the call out) before the filters (left), and click it right away.  

 

 

Figure 5. Issues 1 & 2 filtering redesign. (Left) Original: List 
of institutions with publication counts for each. (Right) 
post-GenderMag: Shorter list of institutions and removed 
the publication counts that drew attention away from the 
checkbox actionability. 



   
 

 
 

5.3 Issues 1 & 2 Empirical Results (Step 3) 

Original and post-GenderMag participants performed the 
same scenario as in the GenderMag analysis: selecting 
papers by authors affiliated with the top institution in a 
particular field (here, Computer Science). The Original 
participants’ performance allowed us to evaluate the 
accuracy of the GenderMag analysis, and the comparison of 
Original with post-GenderMag enabled us to evaluate the 
effectiveness of the redesign. 

As Figure 7 shows, two of the 10 Original participants, 
O2 and O9, had one or more action failures, as defined in 
the first Results section. (We will refer to specific Original 
participants as O1-O10, and post-GenderMag participants 
as G1-G10.) Participants O2 and O9 differed markedly in 
their problem-solving facets: participants’ initial 
questionnaire responses showed that Participant O2 was an 
Abby4-Tim1 participant (four Abby facets, one Tim facet), 
and Participant O9 was an Abby1-Tim4 participant. 
Together, those two participants covered four of Abby’s 
facets and four of Tim’s facets.  

Four of the facets that the analysts predicted for Abby 
and one of those predicted for Tim in the GenderMag 
analysis were present in the participants who experienced 
action failures. Even some of the successful participants had 
problems noticing that the “Top Institution” filtering option 
existed, as with this successful (no action failures) Original 
participant: 

Participant O4 (tracing along the filters with her finger): “How 
would I find the top institution?”  

Observer notes: “The filter [panel] was too long ... took [O4] 
awhile to find the institution filter.” 

Participant O4’s facet values help to demonstrate how 
certain facets helped participants solve problems. 
Participant O4 was an Abby3-Tim2 participant. Her 
comprehensive information processing style is evident in 
the above. That facet value served her well here, leading her 
to process enough of this option-dense screen to find the 
option she needed to succeed.  

Ultimately, as Figure 7 shows, the redesign was 
successful—none of the post-GenderMag participants failed 
the task. 

Observer note: “[G2] found the top institution filter easily.”  
Observer note: “[G10] found the filter easily and went for it 

directly.” 
Participant G3: “Top institution, yes this one…click here.” 

6 RESULTS: ISSUES 3 & 4: OPPOSITE TALES OF 
INCOMPLETENESS 

Like other cognitive walkthroughs, a GenderMag analysis 
can miss some issues. In fact, errors of omission (false 
negatives) are common in cognitive walkthrough methods, 
with research reporting rates between 30% and 70%, 
depending on the analysts’ expertise [44]. Our 
investigation’s data likewise suggest that our analysts (who 
were not GenderMag experts) missed some issues in their 
GenderMag analysis. For example, the six “side-effect” 
improvements shown earlier in Table 4, show 
improvements for facets where no problem for those facets’ 
values had been detected. Issues 3 & 4 illustrate opposite 
ways such false negatives played out in our data.  

6.1 Issue 3: Not only Abby: And an unhappy ending  

Issue 3 involved an action in Scenario 1’s Subgoal 5 (Table 
2), at which point the persona needed to copy a citation. The 
analysts identified ambiguous copy widgets and a lack of 
feedback as problematic for Abby’s motivations, risk, and 
learning facets. To fix this issue in the post-GenderMag 
version, we added the orange feedback box and underlined 
the copy widgets as shown in Figure 8. 

 

Figure 6. Issues 1 & 2 post-GenderMag feedback redesign. 
We added feedback of what filters were applied. 
 

O1 - - - - - - - - - - G1 
O2 ● ● ■ ● ● - - - - - G2 
O3 - - - - - - - - - - G3 
O4 - - - - - - - - - - G4 
O5 - - - - - - - - - - G5 
O6 - - - - - - - - - - G6 
O7 - - - - - - - - - - G7 
O8 - - - - - - - - - - G8 
O9 ■ ■ ■ ● ■ - - - - - G9 
O10 - - - - - - - - - - G10 

Participant M SE R IP L M SE R IP L Participant  
Original post-GenderMag 

Figure 7. Results of Issues 1&2 by participant in order of 
most Abby facet values to least. Facet values of the 2 
Original treatment participants with action failures are 
shown. ●: participant’s facet is an Abby value; ■: 
participant’s facet is a Tim value, -: no action failures. 

 

 

Figure 8. Issue 3’s widget & post-GenderMag feedback 
redesign. We added the orange feedback box and underlined 
the copy widgets (see call out) to the dialog box. 



   
 

 
 

Unfortunately, as the Original participants showed, the 
analysts missed some usability issues that turned out to 
affect participants’ task performance in both the Original 
and post-GenderMag treatments. Specifically, the icon (not 
shown) to reveal the contents of Figure 8 was not noticeable 
and not obviously clickable in both versions. (The paper 
prototype probably accentuated these problems because of 
its lack of interactivity and of mouse-over actions.)   

The post-GenderMag version did show a few signs of 
having improved Issue 3’s feedback problem, such as with 
G10’s appreciation of the feedback: 

Participant G10: “I will ... click on APA...” [A box says ‘copied’] 
“Yeah I think it’s copied now” 

However, Original vs. post-GenderMag task 
performance did not reduce the number of action failures: 
the same number of participants had action failures in both 
conditions (Figure 9). 

6.2 Issue 4: Not mainly Tim: But a happy ending  

Issue 4 started out as almost a mirror image of Issue 3, with 
the analysts thinking Issue 4 mainly applied to Tim and 
erroneously missing most of Abby’s facets. However, this 
issue turned out quite differently than Issue 3. 

Issue 4 arose during Scenario 2’s Subgoal 3 (Table 2), at 
which point the persona would be trying to get to the 
author publishing the most papers in a particular field. The 
analysts thought the issue would affect three of Tim’s facets 
(information processing, risk, and learning), but only one of 
Abby’s (risk): 

Analyst notes: “Tim leans toward depth first ... (information 
processing style), ... constructing his own understanding 
(learning), and <doesn’t> mind taking risks (...risk). Thus, he 
might click on the first author in the top author card without 
noticing the <toggle>.” 

To address this problem, the redesign—which focused on 
Tim—improved the visibility of the sorting toggle, by 
mapping it to the information in the tile (Figure 10).  

Empirical data confirmed that the issue was problematic 
in the Original prototype: it arose for 6 of the 10 Original 
participants (Figure 11). These 6 Original participants also 
revealed that this issue would affect not only people with 
Tim facets, but also all of the Abby facets. For example, O4’s 
interest in a clearer definition of “rank” was consistent with 
their comprehensive information processing style: 

Participant O4: “[confusion] So, by rank, what would that mean? 
I don’t know… some kind of professional ranking?” 

Despite the fact that the redesign focused mostly on Tim, 
the post-GenderMag version for Issue 4 improved task 
performance for all 5 Abby-like facets, and for 4 Tim-like 
facets (Figure 11).  

7 RESULTS ISSUES 5 & 6: SOME SOLUTIONS ARE 
SIMPLE  

Issues 5 and 6 were related and the same redesign addressed 
both. For these issues, the persona was in Scenario 4 to 
claim papers for him/herself. The analysts decided the 

O1 ● ● ● ● ● - - - - - G1 
O2 ● ● ■ ● ● - - - - - G2 
O3 - - - - - - - - - - G3 
O4 ● ■ ● ● ■ - - - - - G4 
O5 ● ■ ■ ● ● - - - - - G5 
O6 - - - - - - - - - - G6 
O7 - - - - - ■ ● ■ ● ■ G7 
O8 ■ ● ■ ■ ■ - - - - - G8 
O9 - - - - - - - - - - G9 
O10 ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ G10 

Participant M SE R IP L M SE R IP L Participant 
Original post-GenderMag 

Figure 11. Results of Issue 4 by participant in order of most 
Abby facet values to least. Facets of the 6 Original and 2 post-
GenderMag participants with action failures. ●: participant’s 
facet is an Abby value; ■: participant’s facet is a Tim value, -: 
participant had no action failures. 

 

O1 ● ● ● ● ● ● ● ● ■ ● G1 
O2 ● ● ■ ● ● ● ● ● ■ ● G2 
O3 - - - - - - - - - - G3 
O4 ● ■ ● ● ■ - - - - - G4 
O5 - - - - - - - - - - G5 
O6 - - - - - ■ ■ ● ● ■ G6 
O7 - - - - - - - - - - G7 
O8 ■ ● ■ ■ ■ ■ ■ ■ ● ■ G8 
O9 - - - - - - - - - - G9 
O10 - - - - - - - - - - G10 

Participant  M SE R IP L M SE R IP L Participant  
Original post-GenderMag 

Figure 9. Results of Issue 3 by participant in order of most 
Abby facet values to least. Facets of the 4 Original and 4 
post-GenderMag participants with action failures ●: 
participant’s facet is an Abby value; ■: participant’s facet is 
a Tim value, -: participant had no action failure.  

 

 

Figure 10. Issue 4 indicator redesign. We added a horizontal 
line with a carat pointing to the current sort (boxed in red, 
pointing to “By Publication Count”). 



   
 

 
 

process was unclear, and also noticed problems with 
feedback: 

Analyst notes: “After selecting the right [action], there’s no 
feedback and instructions on what Abby should do next 
(learning).” 

The analysts identified these as issues for several Abby 
and Tim facets. The redesign was straightforward: we 
added an explicit list of the steps to follow (Figure 12) and 
improved the feedback (not shown in the figure). 

Empirically, only one Original participant failed the task, 
so the issue did not turn out to be as difficult as the analysts 
had feared. No post-GenderMag participants failed the task. 

8 GENDERMAG’S ACCURACY: WERE THE 
ISSUES REAL? 

Accuracy can be affected by false negatives (GenderMag 
missing some issues) or false positives (GenderMag 
reporting an issue where none exists). Since we have 
already discussed false negatives (Results Section 6), we 
turn now to false positives: if GenderMag identified an 
issue, was it really an issue? 

As Table 5 shows in its rightmost column, the answer is 
yes. In this study, not a single false positive occurred. 
(However, in a few cases, the issues occurred for different 
facets than expected, which we discuss in the next section.) 
This high true positive rate is consistent with a prior 
GenderMag study reporting a true positive rate of 96% (false 

positive rate 4%) [15], and with a survey of cognitive 
walkthroughs reporting false positive rates of 5% or less 
[44].  

Recall that the two HCI analysts doing the GenderMag 
analyses had never conducted a GenderMag session before. 
Thus, we can regard the GenderMag analyses as a 
conscientious first use of GenderMag by HCI researchers, 
not as an expert analysis. GenderMag’s high true positive 
rate occurred despite their lack of experience with the 
method. 

9 PERSPECTIVES: IT ISN’T ABOUT GENDER AND 
IT IS ABOUT GENDER 

So, is GenderMag about gender? The previous sections say 
“no”: the keys to more inclusive software lie not in 
someone’s gender, but in the facet values themselves. As 
this answer makes clear, GenderMag can be used to find 
and fix inclusiveness issues without ever speaking of 
gender.  

Here, we consider whether the answer is also “yes,” that 
it is also about gender. First, we view this question from a 
data perspective: did the following hold true in our data? 

if the facets analysts identified using GenderMag, 
actually did run into problems, 

and the facets were (directly or indirectly) related to 
participants’ genders, 

then fixing issues tied with those facets should reduce 
gender gaps in participants’ use of the product. 

If: Whether the data met the “if” condition above is 
answered by Table 5. As Table 5 shows (second column 
from right), 75% of the issues’ facet biases the analysts 
identified using GenderMag arose in Original participants 
who had those facet values. As for the remaining 25% the 
analysts predicted, at least one participant also had action 
failures in each of these (right-most column), but those 
participants had different facet values than those the 

Table 5: GenderMag true-positive rate: 100% of the problems the analysts identified using GenderMag were experienced by 
participants in the empirical study. Even the facet values were reasonably well-matched: 75% of the facet values the GenderMag 
analysis had pointed to were experienced by participants with those facet values in the empirical study.  

 GenderMag analysis:  
Facet Biases 

Empirical: Facet  
biases validated 

Empirical: Total facet 
biases validated 

Empirical: Total facet  
problems validated 

 Abby Tim Abby Tim Abby + Tim totals Anybody (Abby or Tim) 
Issues 1+2 5 facets 2 facets 4/5 facets 1/2 facets 5/7 facets (71%) 5/5 problems (100%) 

Issue 3 3 facets 0 3/3 facets -n/a- 3/3 facets (100%) 3/3 problems (100%) 
Issue 4 1 facet 3 facets 1/1 facet 3/3 facets 4/4 facets (100%) 3/3 problems (100%) 

Issues 5+6 4 facets 2 facets 3/4 facets 0/2 facets 3/6 facets (50%) 4/4 problems (100%) 
    

Totals 
15/20 facet  

biases validated 
(75%) 15/15 problems 

validated 
(100%) 

 

 

Figure 12. Issues 5 & 6 post-GenderMag redesign: Portion of 
the screen with the process enumerated (shown in red box). 



   
 

 
 

analysts had predicted. Thus, GenderMag’s facet 
identification was reasonably accurate.  

And: How these facets relate to the gender 
identifications of our participants is shown in Figure 13. 
Although there were wide differences among individual 
participants within gender, the distribution of the women 
skewed toward the “Abby” side of the facets, and the 
distribution of men skewed toward the “Tim” side of the 
facets. 

Then: Given the accuracy of the facets identified and the 
relationships of facets to gender, the “then” is that fixing the 
issues identified with the facets should reduce gender gaps 
in men’s and women’s success with the software. And as 
Figure 14 shows, this is exactly what happened. In the 
Original prototype, women had twice as many failures as 
the men; but in the post-GenderMag version, the gender 
gap disappeared, and task performance improved for both 
the participating genders. 

Moreover, note the lack of binary-ness in the data in 
Figure 13. This makes clear that software cannot be made 
“better” by having a “pink” version (supporting the 5 Abby 
facets in one version) and a “blue” version (supporting the 
5 Tim facets in the other). In our data, such solutions would 
fit only three of the 20 participants: the one participant with 
all 5 Abby facets, and the 2 participants with all 5 Tim 

facets. Instead, as Figure 14 shows, to improve software’s 
usability across genders, software needs inclusivity across 
the cognitive diversity that arises not only between/among 
different genders, but also within them. 

These results and perspectives are consistent with 
feminist HCI theoretical thought. As Bardzell explained in 
her landmark paper at CHI’10 [3], third-wave feminism 
emphasizes attention to individual differences within 
genders, emphasizing pluralism over universality. 
GenderMag’s core of individual differences in cognitive 
style embraces this notion of pluralism. This core of 
individual differences also supports non-binary notions of 
gender identification as per prominent feminist literature 
(e.g., [18, 52, 61]). Figure 13 helps to illustrate this point, as 
does the Pat persona (recall Table 1).  Finally, as Rode and 
Poole illustrate through the lenses of several feminist 
theories [52], a person’s construction and expression of 
their gender identity is often intimately intertwined with 
ways they feel about and interact with technology. The 
possible implications of how de-biasing software’s user 
experiences might interact with how individuals construct 
and evolve their own gender identities in our technological 
world, is an interesting open question. 

10 CONCLUDING REMARKS 

In this paper, we have presented the first investigation into 
whether and how an HCI method to detect gender biases in 
software can generate more gender-inclusive designs. The 
method our study investigated was GenderMag; it was 
beyond the scope of this study to compare GenderMag with 
other usability inspection methods, or to generalize our 
results to other contexts. Also, other factors such as income, 
age, race, gender identification factors such as those 
discussed in [52], and algorithmic biases can influence 
software equity, and GenderMag does not address these.  

That said, in our setting, GenderMag alone did lead to 
more inclusive and more usable designs, as our results 
show.  Specifically: 

• Improved designs in total: Participants in the post-
GenderMag condition, who used the design changes 
derived from the GenderMag analyses, were more 
successful on almost every individual task than 
Original participants. In total, the post-GenderMag 
participants failed less than half as often as participants 
in the Original version. 

• Accurately found issues: In 100% of the cases where 
analysts found an issue using GenderMag, the issue 
happened to one or more participants in the Original 
condition. Further, in most of the cases, the participants 

 

Figure 13. Y-axis: Counts of the 20 men and women 
participants by their facet values. (Same as Figure 2 but 
broken out by gender.) Orange: women, blue: men. X-axis: 
Abby=Abby Facets, Tim=Tim Facets. Example: the left bar 
says that the only participant with 5 Abby facets (0 Tim 
facets) was a woman; the right pair of bars says that one 
man and one woman had 5 Tim facets (0 Abby facets). 

 

Figure 14. Average number of action failures per person by 
gender identification (orange: women, blue: men). In the 
Original version, women’s action failure rates were over 
twice as high as men’s; with the post-GenderMag redesign, 
all failure rates went down, and the gender gap 
disappeared.  
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experiencing the issues had the facet values analysts 
predicted.  

• The facets pointed to the fixes: The method we used to 
achieve these results was to use the facets identified in 
Step 1 as starting points for creating the fixes (Step 2). 
The results suggest that this GenderMag-based 
sequence offers an effective, pre-user-study method to 
pinpoint and fix issues affecting gender- and cognitive-
inclusivity.  

• From gender biases to gender-inclusiveness: After the 
design changes, the Original version’s gender gap in 
participants’ failure rates entirely disappeared.  

The results also illuminate the nuanced relationships 
between individual cognitive styles and gender. As such, 
the results have several direct implications for gender-
inclusive design. First, designing for cognitive diversity 
improves software’s gender inclusiveness. Second, it is 
neither necessary nor desirable to devise two (or more) 
gender-labeled versions of the same software to serve 
different genders. 

Finally, many gender biases in software are cognitive 
biases, and many cognitive biases in software are gender 
biases. Thus, software designs that better support cognitive 
diversity also better support gender diversity—and improve 
the software for everyone.  
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