3.4.2 Data Analysis

The statistical analysis techniques used for this research included correlatic@

’ “testing
multiple regression dbb194, equality of means{ and cluster analysis. For Research Questions 1-

3, Kendal’s tau b correlations were used to examine whether or not significant relationships

; M R, Qe |
existed between the dependent and the independent variables. Where appropriate, g_eneral

A W oD
Linear Model for-multipteregressionanatyses-were-performed to determine if regression-
equations-contd-be-foumd-te-retate one or more of the independent variables (employees trained

in CI, number of departments involved in CI, total number of CI tools used, and CI tool focus) # e,
. : . '

5% : _

M the six dependent variables used to assess hospital performance.
3 ‘fl rst

For Research Question 4, descriptive statistics were {used to characterize overall tool

' et
usage across the entire sample of hospitals. A Wilcoxon Sign Rank test wasqused to determine
0yt respd ndwrg herpielo
whether or not the average number of effectiveness tools used differed from the average number

of efficiency tools used by the hospitals participating in the study.

For Research Question 5, Kendal tau b correlations were used as a screening device to
assess whether or not any significant relationships emerged between individual tool usage and

/E?- Plain Why Lendal Ltaw © oed
the six dependent variables related to hospital performance. Box plots were also created and
studied to compare performance differences between hospitals that used a particular CI tool and
those hospitals that did not use the same tool. In addition to the analyses conducted to address
researan
the defined request questions, follow-on analyses were completed, post hoc, to help provide
a.ﬂer ool

additional insight into the results efthe hypothesis testinqniompleted.

: %llow-up telephone ‘o the

wi¥n o Swiaadk oA Y heagitelo Wine awspon

interviews were conducted. The tel e%ne interviews amswswe®s included seven questions. ";ib -

QM'bﬂhr\a)'- e w"j

These questions were directed to participants from nine of the seventeen responding hospitals. provide
adddrtoncd
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Them.hospitalsgere selected based upon a stratified random sample to-represent the proportion)bamdch
thresponduna, w\g-u o She, €
ﬂmspltals.} e—-}afge—medmm—tmd-smaﬂ efesponses to-these-seven-questions were
" P nd L MAPOTVILS Wl Cbi'-lG\c'u-‘l-l.d
categorized-and summarized. Pie charts were developed to provide an overall assessment of the
Lacm e indeattsS Created Summcm...‘
responses gixcnsgeses$=il nine paEtcipants. o o bge-

/
The final set of pesthac analyses were completed to examine the potential role of

hospital size on the use and resulting impact of CI tools on hospital performance. Basic
rev ie.wf-d - s
descriptive statistics were catestated for both the independent and dependent variables for each
ddermne whathe~ or ok
group of hospitals by size. A Wilcoxon %”ank Scale was used to exammethe-effectof hospital

had aneflect on the obsuued results . HC. &
size! TaYhe final set-ofposthoe analyses completedc!;lerarclucal cluster analysis&vas completed

CT 4eol eyt
to determine whether certassstyppesafusage patterns cmd%ui for the set of hospitals participating

in this study. A Wilcoxon Sign Rank test was used to determine }£a significant difference N paalormounia
I
occurred between ﬂ'{e clustersp&_ -w;pdt:.!.o N whdten or not-
tdentiSiec)



4 Results
This chapter summarizes the results of the analyses of both the survey and interviewidata.
The analyses are organized into four sections. The first section provides a summary of various
characteristics of the hospitals participating in the study. This section includes descriptive
statistics for demographic factors, e.g. number of beds, number of admits, sigg, for CI
implementation practices, e.g. the number of employees involved in CI, and for hospital
performance, e.g. lab wait times. The second section provides a summary of the statistical

fest
analyses completed to aggzass the five research hypotheses. The third section summarizes the

et s.
results of the follow-up telephone saEeey administered-toa-subsetof administrators fromr—

| )
hospitals that completed-the-survey. The fourth section smmnarizeshpost-hoc analyses completed
?ch.n\'l o

-~ .
to investigate the role of hospital size in the use of CI practices.cuch Yo daterwure ¢ F
clusters oy WAPUoW cowld \Ge dsforeol \posech o CT Yool U e ey
To facilitate the presentation of @ results, abbreviations were developed for the various
independent and dependant variables. These abbreviations are summarized in Table 12. In
addition to the abbreviations used for the independent variables, acronyms were developed for

|
each of the CI tools included in the study. Table 13 summarizes the acronym used for each CI

tool included in the survey.



Table 12: Abbreviations for Survey Items

Abbreviation

Survey Item
# of Beds. Number of licensed beds
# Pat. admttd. Patients admitted
% CMS.

% uninsured.

# ER Pat.

FTE Eng. CIL G
# of Depts.

FTE. Trnd. CL

Red. Pat. Cost.

Avg. Pat. Cost/Day.
Red. Lab. Wait Times.

Avg. Lab. Wait. Times.

Red. Rm. Time.

Avg. Rm. Time.
Red. Errors.
Errors.

Imp. Pat. Sat.
Pat. Sat.

Imp. Emp. Sat.
Emp. Sat.

Percent of patients Medicare/Medicaid

Percent of patients uninsured

Patients seen in emergency department

Full-time employees engaged in CI

Departments engaged in CI

Full-time employees trained in CI

Staff engaged to reduce patient cost (yes or no)

Average patient cost per day

Staff engaged in reducing wait time for lab. results (yes or no)

Average wait time for lab results
Staff engaged in reducing average time to clean a room (yes
or no)

Average time to prepare a room

Staff engaged to reduce reportable errors (yes or no)

Number of reportable errors

Staff engaged in CI to improve patient satisfaction (yes or no)
Overall rating of patient satisfaction for hospital

Staff engaged in improving employee satisfaction (yes or no)

Overall rating of employee satisfaction for hospital




Table 13: Acronyms used for CI Tools

Acronym CI Tools

5s Shine, sort, standardize, store, sustain
5Y'8 5 why’s

AD Affinity diagrams

B Benchmarking

CS Customer surveys

CFT Cross functional teams

CTA Cycle time analysis

CRA Customer requirements analysis

DPI Delivery Performance Improvement
DMAIC Define, measure, analyze, improve, control
DPI Delivery performance improvement
FBD Fishbone diagrams

FMEA Failure mode effect analysis

FPG Frequency polygons

H Histograms

T Just in time

KBS Kanban system

LTA Lead time analysis

NPET New processes equipmnent technology
PA Pareto analysis

PCA Process capability analysis

PFP Pay for performance

PM Process mapping

POUS Point of use stocking

PVA Process variation analysis

PY Poka-yoke

QC Quality circles

SDWT Self-directed work teams

SIPOC Supplier inputs process output customer
SPC Statistical process control

TTA Travel time analysis

VAA Value-added analysis

VSM Value stream mapping

WC Work cells




4.1 Descriptive Summary of Survey Responses

4.1.1 Response Rate Summary

There were 206 large, medium, and small hospitals in Oregon, Washington, and Idaho

+h@ewwere invited to participate in the study. A total of 17 hospitals completed the entire survey

suostardiol

or afportion of the survey. The hospitals were categorized based upon the number of beds that

each hospital was licensed for. Small hospitals were defined as those hospitals licensed for one

to 99 beds, medium hospitals were defined as those licensed for 100-300 beds, and large

hospitals were defined as those licensed for more than 300 beds. The largest number of surveys

were returned from Oregon hospitals (Noregon = 8). Five surveys were returned from hospitals in

Idaho, and four surveys were returned from hospitals in Washington. In terms of hospital size,

only three large hospitals (all from Oregon) participated in the study. Five medium hospitals and

nine small hospitals returned surveys. Response rates varied both by hospital size and by state.

The overall response rates by size and by state are summarized in Table 14. Response rates for

each state, by size are summarized in Table 15.

Table 14: Overall Survey Response Rates by Hospital Size and by State

Size
Small Medium Large
Number Responding (")
& 9 5 3
Target Population (N) 136 49 21
Response Rate by size 7% 10% 14%
State
OR WA 1D
Number Responding(, v )
= 8 4 5
Target Population (N) 60 98 48
Response Rate by
state 13% 4% 10%
'\ - %) L
: \SV column S0 (n) ison SO
Looh d en

OkC-'N
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Table 15: Response Rates by State

Small Medium Large

Oregon
Number Responding (.Y'\)

2 3 3
Target Population (N) 40 13 7
Response Rate 5% 23% 43%
Washington
Number Responding G\\
=3 3 1, 0
Target Population (N) 58 29 11
Response Rate 5% 3% 0%
Idaho
Number Responding (i)

4 1 0
Target Population () 38 7 3
Response Rate 11% 14% 0%

4.1.2 Descriptive Statistics for all Respondents
Each hospital was requested to provide data on implementation practices, tool usage, and

performance for two years (2006 and 2007). In reviewing the responses provided, many

hospitals did not provide complete da'?'ﬂerefore, it was decided to use only data from 2007 as ‘n S

Collow on awnalmdan | for oth Yeorg, Howeder, m"*“”".*t“é— Complata,
representative of thedatasubmitted— i Acdkon subo wess proutdad Ko

|7}
Basic descriptive statistics were calculated usizs the 2007 data. Since not all items were T
oSt

. fecend

completed by eaeh hosﬁital, the number of responses used to calculate summary statistics varies

16 responding hospitals. Average values, standard deviations, and the number of hospitals oanca@eo o
I
responding to each survey item are summarized in Table }q. The items have been grouped based

on the research model dehned-forthestudy.

The first set of survey items summarized are those items describing general

characteristics of each hospital, i.e. number of licensed beds, annual number of patients admitted,



Pus List+ \n Sapme

Ql‘d‘l\_ Qo

\o.bM \es

A patient costs/days,

" balbole |

percent of Medicare and Medicaid patients, percent of uninsured patients, and the annual number

of patients seen in the emergency department.

The second set of items summarized is the percentage of responding hospitals who

oot Has

indicated that they were engaged in CI activities to improve performance related to costs, room

) awchio © . S—
turn times, leb=weasttizhes, employee satlsfact:ionApatient satisfaction, and/or @. A
r\"cl weof

total of 16 hospitals responded to'these six survey items. This summarized information provides

+‘an~
a high level view of what performance elements were being addzessed through the application of

Cl tools at the hospitals participating in this study.
Ol '\'\-.._

The third set of items summarized is<the-ist-of independent variables related to
implementation practices, i.e. number of employees trained in CI, the number of departments
involved in CI, and the number of CI tools used. The acronym TTU (Total Tools Used) was
used for the calculated measure of tool usage for each hospital. To calculate TTU, each tool was

given a value of either 0 (not used) or 1 (tool used) for eagh hospital. A sum of these values was

then calculated. If no tools were used the TTU value would be 0. If every tool was being used

by a hospital, the TTU value would be 33. TTU wow furtian cledined Wy calculaking
TTU afrcramesy ound TTW edfechivesano,

The fourth set of items summarized is the dependent variables included in the study, i.e.
Lraprs

cgsass- Costs are summarized using US dollars, lab wait times and room turn times are
' usiny '
summarized in minutes, and satisfaction scores were reported gm a 5 point likert scale. In this

section of the survey, respondents were asked to provide actual performance data. This section

L. 4ol

e ﬂ'q.dm

S, room turn time,Rmployee satisfactiork.patient satisfaction e ‘ool woeey
A
Yotod

:%E:lsuu

Oonly  Flue nnovs,
of the survey had the lowest item response rate. Mhospital%{)rovided data for seme
~rd ‘;k;.l.

of-thre-dependent-variables of TTerest. for on e P I



Table 16: Descriptive Statistics for Demographic Factors, Involvement Responses, Independent
Variables, and Dependent Variables

Variable Mean Std Dev n

Demographics
# of Beds. 200 231 16
# Pat. Admitd. 5,018 7,339 16
%. CMS. 61 17 15
%. Uninsured. 11 L7 11
# ER. Pat. 18,661 16,439 13
Involvement responses
Red. Lab. Wait Time. 25% 16
Red. Pat. Cost. 33% 15
Red. Rm. Time. 19% 16
Red. Emots. '« ™ 44% 16
Imp. Emp. Sat. 50% 16
Imp. Pat. Sat. 63% 16
Independent variables
FTE Tmd. CL 84 145 14
# of Depts. 11 10 12
/ TTU Efficiency 5 =8 43 16
ﬁrdd'm TTU Effectiveness 8 S 4.8 16
Dependent variables
Lab. Wait. Times. 22 18 9
Pat. Cost/Day. $2,485 $1,968 10
Time Prep. Rm. 43% 28%* 6
Errors. P 2 3
Pat. Sat. LR W 14
Emp. Sat. 1.0+ O .5** 13
*In minutes
**Based on a rating scale of 1-5 with 1 = very poor 5 = excellent.
o

Table 17 summarizes the analyses of the same sc}\data, but the data are grouped by

hospital size. This analysis enables a direct comparison between the responding hospitals based



on size. For example, the mean aud for beds in large, medium and small

hospitals are (623239550210, € and (37, B2) respectively, with yearly admittance rates of
770
9,586 for large hospitals, 9,139 for medium hospitals, and @8 for small hospitals. The

difference between the admittance rates for medium and large hospitals was not as great as the
difference between small and medium hospitals or the difference between small and large

hospitals. Eedium-size hospitals had slightly more uninsured patients than large hospitals (37% Not
Censigled.
Versus 34@ Small hospitals had the lowest percentage of uninsured patients at 29 percent. /T,

These data suggest a greater similarity between medium and large hospitals and appear to set

small hospitals apart. — = T .
* - N\M ; 5
) \

T;ii;le 17 summarizes that the ratios of full time employees trained in CI to available

e omil ok
is ratio highlights a significant difference between small hospitals and the medium and .

large hospitals participating in the studms 0.90 for large hospitals, 0.12 for medium wﬁ
hospitals, and 1.84 for small hospitals. Small hospitals participating in this study reported almost 5\(\0
two times as many full time employees trained in CI per bed over #e large hospitals and almost o“g.a&
ten times as many employees trained in CI per bed than medium hospitals responding to the
study.

The average patient cost per day for medium-size hospitals, responding to this survey,
was . This is 16 percent higher than the average patient cost per day for large hospitals,
and over 200 percent higher than patient costs per day for small hospitals. This difference in
average patient cost per day again highlights the similarity between large and medium hospitals
while emphasizing, at least from an operational perspective, the difference fer small hospitals.aicd ned v

|

Patient and employee satisfaction scores were not all reported for the three large hospitals cagii,)

responding to the survey. However, the average satisfaction scores for medium and small



hospitals were similar for both employee satisfaction and patient satisfaction. The average

satisfaction scores for both sizes of hospitals were in the poor to very poor range.



Table 17: Descriptive Statistics by Hospital Size

Hospital size
Large Medium Small
n=3 n=8
Demographics
Item Mean SD Mean SD Mean SD
# of Beds. 623 133 210 41 36 29
# Pat. Admttd. 9,586 14,880 9,139 4,123 730 582
% CMS 38 8 54 R I',‘H\—"\“-
% Uninsured. 34 40 G \/—;j s dedo,
#ER. Pat. - - 31,671 14,143 6,737 6,609
Independent variables \ hM
Item Mean SD Mean SD Mean SD
FTE. Trnd. CL 239 330 26 34 68 122
# of Depts. 11 14 7 8
ad ATTU TTU Efficiency 56110 404 4,0 7 566 @ 4l m 3 0 %0

TTU Effectiveness 1)/.;4; i 4,460 "k 0 10 S o 4,6‘6 S ;zﬁ)' 3: S

’ Dependent variables i
Item Mean SD Mean SD Mean SD
Lab. Wait Times ) B 17 1 28 2
Pat. Cost/Day $2,788 §2,192 $4.,837 $2,245 $1,362 $798
Time Prep. Rm. = = 54* 10% 32% 38%
L —-— - - 2 3 1 1
Pat. Sit 2.54** 872 ol 1.60** 0.55%* LT+ 0.76%*
Emp. Sat. = - 2.0 LI1F* i#* 0.38**

Note. “~” Indicates information not reported by more than one hospital ‘| r'

*In minutes ** Based on a scale of 1-5 1 = very poor 5 = excellent. \ IG‘
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4.2 Research Questions and Hypotheses Analyses and Results Summary sk
e

This section presents a summary of the results obtained when analyzing the data basedo1T

‘ Lo hosra
the research guessome=md hypotheses developed for this study. Magay previous studies either

- e\
ré_&;ed the effectiveness of training for CI implementation (Palo & Padhi, 2003) or studied the
o s Studay woes du{ldqﬂkgl
effects of CI projects on single performance criteria, e.g. wait times,/ The-focus-of this study was
enwtdiple

to examine the effects of multiple independent variables indizidaaity against Shgiffosat
hospital performance measures. The research goal was to determine a predictive equation for
P A S'P Werp ok Gadmunonts s
eachd iable based on the existing levelg of CI implementation as defined by the
number of employees trained in CI, the number of departments engaged in CI, and total tool
usage. As a first step in this analysis, the level of association between each independent variable
(FTE Trnd. CI, # of Depts., and TTU) and each of the six dependent variables representing
hospital performance was calculated using Kendall tau b correlations. Because not all hospitals
provided data for both the independent and dependent variables included in the study, the
number of responses for each correlation ranged from a low of six to a high of 14. The results of
this correlation analysis are summarized in Table 18. The independent variables are located in

Qocotec]
the first column of the table, and the dependent variables are specified in the first row of the table

using the abbreviations and acronyms summarized in Tables 12 aS13 Gespectively.
designation is included next to each dependent variable based consistent with the individual

hypothesis associated with each dependent variable.



Table 18: Kendall tau bGorrelation %sults for Tnolepamdavt ound Deparctont VM%

Lab wait Pat. Time

times  cost/day preprm. Errors(d) Pa’c(.sat. SEaItnI()ﬂ
(@ (b) (c) ' AA pes
o :
FTE 0.354 0489 0228  047F 0126  -01db U&ﬂf S
Tl']'ld 2‘% \.O\
CI (Hl) n=8 n=7 n=5 n=5 n=11 11=12 a\ . 1
# of 0.077 0.036 -0.105 0.183 -0.028 -0.28- )J)’)D
Depts. Q
(H2) n=8 11128 n=5 n;4 n=10 n=10 >
TTU. -0.243 0.405 0.55¢ 0.4 -0.098 -0.18% U)\"'
(H3) n=9 n=10 n=6 n=15 n=14 n=13 ;
4.2.1 Su

mary of Analyses and Results for Hypotheses 1, 2 and 3

By oy
\/.Zs‘ There does %ot appear to be support for the hypotheses developed for this study linking

implementation
i CI and total tool usage to hospital performance when a

(ylp- simp]%correlation between these variables and hospital performance is conducted. The lack of

‘X

Ouf‘ ; \4, significant association between the independent variables and the six chosen measures of

v r(fﬁ’ hospital performance is not consistent with some previous research, e. g. Argyris & Schon, 1996;

Emison, 2004; Ishikawa, 1985; Kantor & Zangwill, 1991; Middel et al., 2006; Murray & V‘x&a

0_6
Chapman, 2003; Rajagopalan, 1998; Zangwill & Kantor, 1998. e &"’o\* \"’v

shHadato ., V. X L/%"“w’:)”

The ds& d1str1but101$1’/ fronathis=stady=was analyzed using Minitab se$&&@fe to ascertain oo

the shape-ofthe distribution. If the@bution of the data wermen parametric analysis

es .,..Lt\:\_

4% General Linear Model (GLM) for-statisties-wasci

wstae Lalecd ko ALY § wlo 5 ecpavk aratapies
€uom thix 68y non-parametric statistics would-beused. Forthis-section-onregressiomamatysis, ™s e~

Ustng Wwakol

hot correct. The annors rasel o

normalkls dstviouted, T Heoac.



Table 19: Summary of GLM Regression Model Coefficients for Employee Satisfaction

Descriptive Analysis

Std.
L N Minimum Maximum Mean Deviation

Dependent /Emp. N\
Veriohle 1o -\,1 9 1.00 3.08 2.04 0.50
Covariates| Dept 9 00 2500 1109 10.10
FTE 9 1 315 5688 10021
TTU 9 3.00 29.00 11.% 7.38

Vd

// mmary of GLM Regression Model Coefficients For Employee Satisfaction

cy. 95% Wald
/ ,gcoa Confidence .
0:4"4 0)‘9 Q'((' oyd'&“ Loiotal Hypothesis Test
Wald
Nl Std. Chi-
C’S‘ B Error Lower Upper Square  df  Sig.
(Intercept) 1.481 238 1.015  1.948 38.754 1 .000
-.103 072 -.243 037 2.082 1 .149 AoLd Lg,a.d.ug
251 .073 107 394 11.748 1 .001 i
135 029 078 191 21.647 1 .000 O's
001 .003 -.005 .008 183 1 .668
.004 .005 -.005 014 .861 1 354
-.032 .008 -.048 -.016 14.862 1 .000
.000 .000 .000 001 355 1 .551

The equation generated from the analysis for employee satisfaction is:
Employee Satisfaction

= 1.481 + .251(No. of Departments Involved in CI Projects)

+.135(Total Tools Used) — ©.,0372Z (No Depts) X (TTW)
qr,.ku:ar‘
& § ¢ovoct "

B -
wed

Within the analysis-a-combined-factor-was also produced Both e inchii dudd

—.032(No.of Departmentsimnvoived

gow ST

anéd-totat-FoolsUsed, but this second order factor does not effeet-the-equation.
) uean Found to
b‘_ S vghtl Cicank
?“QLL, chorsg od.

ennp lo et sakvs frcatimm |
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actorial ANOVA-Analysis-was-not suited based upon the

Ou,,-buﬁt— wf 0'\9—0 °° g %bh-t—c-—u-.r.s-.
investigate the hypotheses Hi, ¢ through Hs, r and-determine support .
oA this amolippen

Whmd&&rﬁe&ae&-ef-a-ﬁgfesﬁmqmm The results produced-one-equation

gA supporied bosed on o dote colleckesd .
supportimg two hypotheses. % Hypotheses Hy¢ and Hsr were the-only-hypothesesthat-were-

ten. Table 19 displays the summary

of the descriptive analysis and the non-parametric coefficients for the regression equations. In

’ Prouiol.gol ,




\hou ever
/

—_ / collechec]
Phrsitappears-tha the majority of the hypotheses were not _supported by the dat%ﬁm for

this study. at the number of full time employees trained in CI tools and

techniques, the number of departments involved in CI projects, and the total tools used in CI
'ho-d
projects hg§ no effect onywait times for lab result, patient costs per day, time to prepare a .
i for the hospitals Mesponding 10 +P::~‘{
- S L .

patient’s room, reportable errors, or patient satisfaction. In-additien-itatsoappears-that-the-

are consisitnl Wit Some

has no effect on these-same-dependent varables. These results do not suppest previous research

(Cua, et.al., 2001; Sha, et. al., 2001, Locke, 1979; Shingo, 1985). The question of why there i€ weow
e N Poteaasged reledlonsihuags Wao faom
no support for thesepreviens-werksds explored in-greatesdeptir=n the responses ta the questings
Furtar olrer re view m}

Jncthe=seetiorron the telephone SEEEEYE |\ \e wyiess
4.2.2 Summary of Analysis and Results for Hypotheses 4 and 5
This section discusses the research question and analyses completed to study hypothesis
4. Hywas focused on determining whether the entire group of responding hospitals tended to
qreuy s
favor the use of one##e of CI tool (effectiveness tools or efficiency tools) over the other. Table

20 summarizes overall usage by tool number and name for the 16 hospitals responding to the tool

usage portion of the survey. Tools have been sorted by frequency of use for the 16 hospitals «>ha

completing this portion of the survey. The most-used tool by fiEparEeipe
Benchmarking (B), with approximately 88% of the hospitals indicating that benchmarking was

used in 2007. The tools with the least usage werexKBS, SIPOC, TTA, PCA, QC, and WC, A Ecah of

tane dools wert wnad by onin V27, oA Hw r\.u.pcno\.wc.é hc-m.p.u\dn-
hadmusagesateef12%cach,



Table 20: Percentage of Hospitals Reporting Use of Individual CI Tools

ool number Tool abbreviation Percent. Of_ e
using tool
27 . B 88
3 NPET 13
26 -, CS 75
19 FPLy- 69
29 '- CFT 69
10 - PM 63
17 " PA 63
18 '; " H 63
20 : FBD 63
Sy hils 0B | FMEA 56
Z1 = | CTA o1 50
v&)\ 21 ; DMAIC 50
- 16 i SPC 44
u;,(\/;; 32 '1 PFP 44
- 34 ' PVA 44
AP 8 VAA 38
24 5Y’S 38
Ca 6 POUS 31
AD 31
JIT 25
VSM 25
LTA 25 .
CRA 25 oS o st
SDWT 25 o
58 19 - go-id 33 \o"*
DPI 19 O ’YO*
KBS 12 00\® =
SIPOC 12
TTA 12
PCA & 12
QC 12 aes O
= wC | W
@‘ d ong response or less and subsequently removed from the list. -t oo
gt wiehn Yool (s) ot on list
The next/analysis examined differences in usage between effectiveness tools and

efficiency tools. Effectiveness tools are CI tools associated with quality initiatives and focused

m‘

—
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on improving the quality and/or reliability of product or process. Efficiency tools are those tools
that are focused on producing improvements in the time to complete a task, the movement of
people or things, the operation of teams, or the overall process efficiency. To avoid biasing the
respondents, the CI tools were not grouped or categorized on the survey as efficiency or
effectiveness tools.

The CI tools included in the survey were evenly divided between effectiveness and
efficiency tools, with 16 tools classified as effectiveness to@nd 16 tools classified as
efficiency tools. Table 21 summarizes the usage of CI_tools by category (efficiency and

eachot e
effectiveness) for e hospitals participating in this study.

itat for

efficiency-and-effectiveness. Overall, the usage of effectiveness tools appeared to be more

prevalent for the responding hospitals. There were 121 uses of effectiveness tools; whereas only
S
-} 89 uses of efficiency tools were observed. A Wilcoxon Rank test was used to compare &5

. =iam
\I\J efficiency to effectiveness tool usage by hospital. mﬁe Wilcoxoanank test was chosen

Lo

This over the MannWhitney U test because @f the typmmsf data whieh-was-dependent paired data fréen
1S ; . = , n_ .

paired -

ad ode- U ! 1 T ata or the-MeNair-test-which is used for

matched pairs-of data:
He Llcoron dign Ranie beot
The results of this-amatysis are included in Table 22. The results indicate that the tws medians
o Yo s n Hus semple
A distributions are significantly different. In other words, hospital CSRRIOTESS, -as-reperted by~
Wwerasny CIT

. . . et
representatives from hospitals-within-this-stadys-are more likely to use tools frem-the- P

g CI Yoolse B N
effectiveness-srouping-than-these-from-the efficiency teel-group, and-thms fypothesis H4 i not N\

supported. T'n othan \oovds, O siqnificand defheuare

_7 i'n e byoe A ool cenedl WO 00 Senrnct Whed «xn
q\(f//’T able 21: Total Number of Hospitals Reporting Effectiveness and Efficiency Tool Usage Hy 2

/]7,.09}' Effectiveness Teols Efficiency “lools
\




Hospital No.

15
17
7
16
1
10

Test Statistics ) :
Effectiveness - Efficiency |
Z = 247 C ¢ Ford
Asymp. Sig. (2-tailed) .030
Descriptive Statistics
Std.
N Mean Deviation Minimum Maximum
Effectiveness 16 1.8% 487 6. O 15
Efficiency epl6om, 500 441 DE O 15

- {compamnq Vedicngll® Numbeg Cof:t
Table _22: Wilcoxon Rank Test of Effectiveness and Efficiency TookUsape S spitat- P ¥




eareh-Questrert > explored the relationship between
specific tool usage and hospital performance. Kendall tau b correlations were calculated next to
examine whether or not significant relationships existed between the use of individual tools and
the six dependent variables related to hospital performance. This analysis was completed to
ascertain if the usage of particular CI tools was associated with higher or lower performance
levels. Table 23 summarizes all of the significant correlations resulting from this analysis. In
some cases, the number of hospitals using a tool and/or providing performance data was small.
‘Hrot el

The significant correlations included in Table 23 are only for those CI toolsﬁsed by three or

more hospitals.

Table 23: Kendall tau b Correlations for Individual Tools and Hospital Performance Metrics

Vil L?rbﬁn‘ff“ COESBW pr;rfgm. Emors  Pat.Sat.  Emp. Sat

tools used @) (b © (d) (e) ®
JIT (Effic) .606* » . : :
PA (Effec) x 775% - ) -
H (Effec) 1% 5 T75* ! . :
FBD (Effec) - .626* > i s
AD (Effec) g : : 2 . -.679*
CRA (Effec) . , Z 2 -.608* -.679*
POUS (Effec) _ - - .
PFP (Effic) : 671% : 2 ; :
PVA (Effec) : : 775% . : p

*Correlation is significant at the 0.05 level 2-tailed
There were significant correlations between two different efficiency and seven different

effectiveness tools and five measures of hospital performance. There was no significant

pafomnounce,
correlation between any of the CI tools and the number of reported errors. Box plots for thess

var rabs {:‘ﬂt‘ M@l’l’tf‘-& M“-"“G‘ 594&.-@..?.. e, vl \‘dﬂls ancl "\G‘ﬁ-p +edo vnat By 1\"“’\
datarare-shown-in-Higures-4—8-
Yools & Show~n vn Flopmans “G - &

There were six negative correlations identified between CI tool usage and three of the
dependent variables&vait times for lab results, patient satisfaction, and employee satisfacti(ﬁ,.

Wait times for laboratory results were negatively correlated to Pareto analysis (PA), Histograms



(H), and Point Of Use Stocking (POUS). Figure 4 shows that those participants that reported
using Pareto Analysis, Histograms, and Point Of Use Stocking had shorter wait times than those
participants that were not using the same tools. Patient satisfaction and employee satisfaction
were negatively correlated with customer requirements analysis (CRA). In addition, employee
satisfaction was negatively correlated to the use of affinity diagrams (AD).

The use of just in time (JIT), fishbone diagrams (FBD) and pay for performance (PFP)
was positively correlated with average patient costs/day. Pareto analysis (PA), histograms (H),
Pay for Performance (PFP) and process variation analysis (PVA) were positively correlated with
the average room turnover time. Figure 5 illustrates the relationship between FBD, PFP, and JIT
and average patient cost/day. The results indicate that those participants who reported using
FBD, PFP, and JIT had higher average patient costs per day than those participants that did not
use these tools. Figure 6 illustrates the relationship between the time to prepare a room and the
usage of three different CI tools: PA, H, and PVA. The average time to prepare a room_was _

longer for those hospitals that were @® using these tools than for those hospitals who reported ot

e

. .--"-'_'_._._._—_-
using these tools.
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Figure 4: Box Plot Comparing Wait Times for Hospitals Using Pareto Analysis, Histograms, and
Point of Use Stocking with those who did not use Pareto Analysis g Wistoqroms or Pant of
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Figure 6: Box Plot Comparing Room Prep Time for Hospitals Using Pareto Analysis,
Histograms, and Process Variation Analysis and those who did not use these CI Tools
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Figure 7: Pat Box Plot Comparing Patient Satisfaction for Hospitals Using Customer
Requirements Analysis and those who did not use Customer Requirements Analysis

Figure 7 illustrates the relationship patient satisfaction and the usage of customer
requirements analysis. The average patient satisfaction scores were higher for those hospitals
that were not using customer requirements analysis than for those hospitals who reported using
this tool. Figure 8 illustrates the relationship between reported usage of affinity diagrams and
customer requirements analysis and employee satisfaction scores. Those participants that

reported not using these CI tools had higher employee satisfaction scores.
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Figure 8: Box Plot Comparing Employee Satisfaction for Hospitals Using Affinity Diagrams and
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o . R T W T
_ parison of hospital performance forthose )
[ ér
10se NObusing these-€T too |

a




4.3 Summary of Follow-up, Telephone Interér‘i:ﬂvci Ve ol _ | en
A ﬁlow-up, telephone susvey was-developed to help provide clarification §€the

£oom inkeavieie s

Loasgs
quantitative results of the survey. The survey contaimed seven questions and was administered to
Inkavitos uwaees compened o

nine-of-the-participants. The nine participants were chosen randomly from the 17 returned woe©
faeom MNirng ol He oapitels
quamtitattve surveys. Between the nine participants, all three hospital size designations (large,

medium, and small) were represented.
The follow-up, telephone interview questions were designed to provide a deeper

Loec
understanding of the CI programs implemented within each hospital, e.g. who j& managing the

weo ‘e
programs, how j§ the training schedule developed, for-what purpose-are @€ employecsGaing

l;\q - . . . - -
traine®, as well as details on the departments participating in CI projects. Eactrofthe }elephone
fesetio feem
e
Telephone S@Eeap Question 1: Part 1, who develops the training schedule? Part 2, what

ey questions are summarized in this section.

is the strategy for accomplishing the training? Figures 9 and 10 summarize the responses to Part

1 and Part 2.
Administration
11%
CI Office 11%

Quality

_ Director 44%

Department ' '

Manager 11%

Figure 9: Responses to the Question: “Who develops the training programs?”’



No Schedule
11%

Sentinel
Events 11%

Management
. 56%

!
Figure 10: Responses to the Question: “What is the str:;fé,gy for accomplishing training?”

Telephone S##s@y Question 2: Please describe the relationship, as you see it, between
employees trained in CI tools and techniques and the number and complexity of CI projects?
Only slightly over half (56%) of the respondents felt that there was a relationship between the
number of employees trained in CI and the number of CI projects undertaken by the
organization.

Telephone Sms=s Question 3: Part 1, which CI projects use more tools than others? Part
2, can you describe the outcome when more tools are used? Figure 11 summarizes responses to
Part 1. All of the participants felt that there was no difference in outcomes, regardless of the

number of tools used in a particular CI project.



No Tools 11%

‘What Ever
They Have
11%
Same Tools
Always 44%
More for
Written

Reports 11%

Figure 11: Responses to the Question: “Which CI projects use more tools than others ?”
TelephoneSmews-Question 4: Part 1, of the CI tools used, which tools are used most
often? Part 2, have you noticed tool usage associated with one department or group more than
other groups and why? Figure 12 summarize responses to Part 1. Of the interviewed
participants, 33% stated that nursing was the department that used CI tools more than other

departments. The remaining participants said that tools were used equally across departments.

All the Tools
11%

Flow Charts
11%

~

Six Sigma
11%

Figure 12: CI Tools Used Most Often



Telephone Szmmey-Question 5: How did you decide upon which CI tools to use for each

CI project? Figure 13 summarizes the responses.

Most Familiar
11%

Mostly
Effectiveness |
Tools 22% Severity of

Project 56%

Management
Decision 11%

Radionole,
Figure 13: BGEQQ for Choosing CI Tools

Telephone $Ere®y Question 6: Which departments participate in CI projects? Figure 14

summarizes the responses.

Diagnostic
Imaging 11%
Quality
Control/Risk
Management
11%

Nursing 45%

Figure 14: Department Participation in CI Projects



Telephone SEEEy Question 7: Part 1, if you had to rank the patticipation amongst the
departments, which would rank the highest in the number of CI projects undertaken? Part 2,
which would rank the lowest in the number of CI projects undertaken? Figures 15 and 16

summarize the responses for Part 1 and Part 2, respectively.

Dietician 11%

Diag.
Imag./Labs./R
adiology 23%

Figure 15: Departments Undertaking the Most CI Projects

Therapy 11%

Orthopedics Maintenance/
11% House Keeping
34%
Emergency
Department
11%
Nursing 11%
Finance/Trans
portation 22%

Figure 16: Departments Undertaking the Fewest CI Projects



Overall, it appears that management plays a significant role in establishing training
schedules and curriculum. Over half of the participants identified a relationship betwéen
employees trained in CI tools and techniques and the number of CI projects undertaken at a
hospital. When asked about the type of CI tools used, it became clear that for most hospitals the
same tools were used no matter what type of CI project was undertaken.

et s s

The tool most used as reported as being used during the telephone ssmey was graphing.
The second part of question 4 asked if tools were associated with specific departments, and the
majority of respondents said that this was not the case. When asked how they decided upon
which CI tool to use for a proje@e majority answered that it depended upon the urgency of the
project. This is not entirely consistent with responses from question 3, where the majority of
participants stated that in general, the same tools were used for all projects. When asked which
departments participated in CI projects, nursing was the answer most often given. When asked
to rank the departments with the highest and lowest level of participation in CI projects based on
the number of projects, nursing was identified as the department with the greatest number of
projects. Both maintenance and housekeeping were identified as the departments with the fewest
number of CI projects. s
4.4 Post Hoc Analysis Related to Hospital Size

Some previous researchers have found that the impact of CI projects on performance was

orqamization.
moderated by the size of the MsiEal. In this study, three different groups of hospitals were
categorized based on the number of beds. Consistent with other research, large hospitals were
defined as having more than 300 beds. Medium hospitals were defined as those hospitals with
100-299 beds, and small hospitals were defined as those hospitals with 1-99 beds. The three

orqaniiadions
hypotheses dominating )(previous research are: 1) CI projects in small hespitals produce



orqanizakies
superior results, 2) CI projects in large hespitals produce superior results, 3) Factors other than
orqanitakio—
+hospital size are important in the effectiveness of CI projects.

The first series of studies suggested that smaller facilities were more in touch with
problems, more agile, less reliant on internal divisions, and better able to work cross-functionally
(Guisinger & Gorashi, 2004; Lawrence & Hottenstei amalingram, 1996; White et al.,
1999). The researchers in these studies found that larger organizations tend to function in
departmental silos with centralized organizational structures, which tended to produce
organizations that were slower and less agile in decision-making.

The next grouping of research findings diametrically opposed the first grouping of
studies. The results from this second set of studies found that larger institutions were better able
to implement CI projects as a result of having more human and financial resources (Ismail et al.,
1998; Poole, 1997; Shah & Ward, 2001). Functional organizational structures were identified as
playing a necessary role in providing membership for cross-functional teams. These cross-
functional teams were hypothesized to produce superior results over teams formed with
participants from only one department.

orqan ation

The third group of researchers found that the size of the Taeski®y was irrelevant. Other
factors, such as leadership, size of the CI project, number of employees involved in CI projects,
and number of CI tools used were found to have a larger impact on change within an
organization (Rodwell &Shadur, 1997; Sadikoglu, 2004; Taylor & Wright, 2003).

Table 24 displays total tool usage for each participating hospital, order from the hospital

using the most tools to the hospital using the fewest tools. Hospital participant numbers were

assigned to each participating hospital e
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Table 24: Tool Usage by Hospital Ranked From Most to Least Tools Used

P?ﬁ;?;m Hospital size Licensed beds Priggﬁzrsletgtal Peigi‘;; Ei‘:gtal
16 Medium 250 30/33 91%
7 Large 503 29/33 88%
15 Large 766 22/33 67%
3 Medium 152 22/33 67%

Medium 246 15/33 45%
5 Small 25 14/33 42%
17 Large 600 13/33 39%
8 Medium 188 12/33 36%
13 Small 62 12/33 36%
14 Small 97 9/33 27%
9 Small 19 9/33 27%
2 Small 16 9/33 27%
10 Medium 15 7/33 21%
4 Small 25 3/33 9%
11 Small 19 3/33 9%
6 Small 22 1/33 3%

The greatest number of tools was used by a 250 bed medium-size hospital, participant

number 16. This hospital used 30 tools out of the 33 tools included on the survey, which equates

to 91 percent of the total tools. The highest tool user from the small hospitals was a 25-bed

hospital. Hospital participant number 5 used 14 tools out of 33 tools or 42 percent of the tools

included in the survey. This percentage is higher than one large, 600-bed hospital and higher

than two medium hospitals. A Wilcoxon Rank test was completed to compare total tool usage

S

—

by large, medium, and small hospitals. Nd significant difference was found to exist between the

large, medium and small hospitals.

Cluster analysis was undertaken next to determine if hospitals could be clustered based

on tool usage patterns. This clustering was

Tws
So e S
.k_e_s'i" i.e.

ated and analyzed to determine if there was
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evidence sizgzmsethes identifying characteristic of the hospital playing-a-rete in the selection of
incduded a2
Cl toolsa. In this cluster analysis, each hospital from the study wasga single case with-

dustea
speetfretootusagedata. The hierarchical/analysis results indieate-evidenee=fortwo clusters, one
Suppert theexistonce of. o woes
with four hospitals and the second cluster with the remaining 12 hospitals. Table 26 summarizes
total tool usage and the breakdown of effectiveness and efficient tools for each hospital by

cluster. The dendrogram from this cluster analysis is shown in Figure 17.

Table 26: Descriptive Analysis of Two Cluster Groups

Participant =~ Hospital Total

Number size tools Effectiveness  Efficiency
15 Large 22 12 10
Cliitss I} La.rge 29 15 14
16 Medium 30 15 15
3 Medium 22 13 9
Total 103 55 48
17 Large 13 7 6
1 Medium 15 10 5
10 Medium i 2 5
8 Medium 12 10 2
Cluster 14 Small 9 5 -
) 13 Small 12 9 3
5 Small 14 9 5
4 Small 1 0 1
9 Small 9 3 6
11 Small 3 1 4
2, Small 9 7 2

=

Total 107 66
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Figure 17: Dendrogram of Hierarchical Cluster Analysis of Tool Usage by Hospital Clusters
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4.5 Summary e e\ s Al & 7.

In summary, based on the data collected from the 16 hospitals responding to the web

survey, there was support for the following hypotheses, Ha¢ , Hss, H saper . However, all other

hypotheses remain unsupported. There was statistically significant difference in the adoption of

effectiveness and efficiency tools by the hospitals participating in this study. TTU does appear

..
to be unrelated to hospital size="ieSmall, medium, and large hospi

total tool usage was not
statistically different. In the next and final chapter, the results are discpissed in the context of
previous research, and where possible, conclusions are drawn from thgse results. Implications

for hospital administrators are also discussed, and possible future resdarch areas are identified.

3
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5 Discussion

Chapter 5 is divided into five sections: summary of the study, ﬁndings; coﬁclusions,

implications for administrators, and future research. The summary is comprised of three
rel o Summa~—g
sections, the research problem, a review of flge previous research, and thelisting-of the research
questions. The next section presents the findings from this dissertation. The conclusion section
highlights three key findings resulting from this study. The implication for administrators
section summarizes three results relevant to practicing administrators relative to the use of CI
tools in hospitals. The final section is devoted to suggestions for future research, focusing on
four specific areas identified as a result of the data analysis completed for this study.
5.1 Summary of t‘he Study
drmver

The overarching research-sestion for this study was, “Why has health care had not made the
same scale of progress in reducing errors, holding down costs, improving patient throughput i.e.
wait times, and increasing employee and patient satisfaction, in comparison with other industries,
e.g. the automotive industry specifically the Toyota Motor Company. Crossing the Quality
Chasm (2001) outlined 13 areas of concern and made recommendations for needed
improvements within health care. Of those 13 areas of concern, five were considered in this

study and formed the basis for the selection of six dependent variables. The dependent variables,

identified for use in this study as measures of hospital performance were:



1. wait time for lab results

2. patient costs/day

3. time to prepare a room

4. e@upgomin number of reportable errors

5. overall rating for patient satisfaction for the hospital

6. overall rating for employee satisfaction for the hospital

The independent variables chosen for this study were derived from a review of previous
research on organizational performance, taken from both the academic literature as well as
practitioner literature in both healthcare and manufacturing. The five independent variables
determined to be relevant from this review of the literature were the number of employees
trained in CI tools, the number of departments involved in CI projects, the total number of CI

‘yPe % ‘ool Laed
tools used in CI projects, sai@f effectiveness or efficiency tools, and the specific CI tool used.
From this same review of literature, two types of CI projects and tools emerged.

The first type of tools and projects were associated with TQM/Six Sigma and included CI
tools focused on improving organizational effectiveness tool. Many of these tools developed out
of the writings of Deming, Juran, and Shingo. The second type of tools and projects were
associated with Lean Manufacturing and included CI tools focused on improving organizational
and process efficiency. Many of these tools developed from work at Toyota and descriptions of
these work summarized by researchers such as Womak and Jones and Ohno.

The literature review produce the foundation for understanding the research problem and
&ih ultimately lead to the generation of the five research questions:

1. Does the number of full-time employees trained in CI tools effect the
hospital’s performance?

2. Does the number of departments involved in CI projects effect the

hospital’s performance?



3. Does the number of toofs used in a CI project effect the hospital’s
performance?

4. Do hospitals only use either effectiveness or efficiency tools in CI
projects?

5. Does the use of a particular CI tool in a CI project effect the hospital’s
performance?
5.2  Summary of the Findings

A total of 206 hospitals from three states (Idaho, Oregon, and Washington) were invited
to participate in this study. The data for the study was were collected using a custom-developed
web survey. There were six fully-completed and 11 partially-completed surveys returned. Of

redurned
the W 17/Furveys only 16 were included in the data analysis which corresponds to a

J
response rate of less than 8 percent. Performance and tool usage data from 2007 were used in all
analyses. The only thsee large hospitals to respond to the request for participation were located
in Oregon. The largest number of surveys was returned from hospitals in Oregon. ﬁe section
of the web survey with the highest rate of completion was the section that elicited responses
about different reasons for using CI projects. The section of the-vegsttme survey with the lowest

rate of completion was the section requesting actual performance data. A similarity between

responses in both dependent and independent variables was noted between-respenading medium

and large hospitals.
relevant-factor—
5.2.1 Summary of Results Related to Hyp'otheses 1-3.

The testing began with Kendal tau b correlations between the independent-variables and

the dependent variables. The only significant correlation found as related to Hy,, relating the
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number of FTE’s trained in CI tools with patient satisfaction. General Linear Model graduced

can e  Employee Satisfaction

= 1.481 + .251(No. of Departments Involved in CI Projects)

+.135(Total Tools Used) — ©. O3Z(Ne~ ) (TT UJ

Sum manaeol He
This equation prevides-a statistically significant relationship between employee

satisfaction and number of departments involved in CI projects and the total tools used on CI

oo Yo /mmu-u_s
projects. This equation suggests that the<f&%er number of departments involved and the fesser Pwurber <
\WnoALLDe S “These 16 Sorme waqoliwe &am% o coanker thene
tools usec}\the more satisfied the employee is. Thus administrators should keep this equationin peshice
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Overall, it appeareadthat the number of trained employees had no practically significant

relationship with any of the six dependent variables. These findings do not support results from
hawe

previous studies in healthcare, WhiCthOWCd a relationship between training and employee
ncluduceg

satisfaction and other performance measuresggg turn times of rooms (Poole, 1997), error

reduction (Carman et al., 1996), and customer satisfaction and employee satisfaction

(Ramalingam, 1996). Add Yeut hae Wﬁb lo explavwn
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regarding CI improvement, e.g. Argyris & Schon, 1996; Emison, 2004; Ishikawa, 1985; Kantor

& Zangwill, 1991; Middel et al., 2006; Mizumo, 1998; Murray & Chapman, 2003, Rajagopalan,
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5.2.2 Summary of Results Related to Hypothesis 4. it taoe
\-\gs ] ttals
H, examined tool usage patterns by hospitals. Based on the analyses completed, there is had just
Yaag cun i
evidence that for the 16 hospitals participating in this study that a significant preference exists L Ex
rowever Jowrrays ,
for using effectiveness tools. The distribution of tool usage indicated &hat even with the

did
preference for effectiveness tools Ja11 of the hospitalgreportdd using efficiency tools ime
Vo Least soma od He

conjunction-with-effeetiveness-tools. Previous research has found that using a mixture of

effectiveness and efficiency tools is advantageous (George, 2002; Wedgewood, 2007). The

results of this study support that the sixteen hospitals who participated were indeed using a
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5.2.3 Summary of Resu.lts Related to Hypothesis 5.
The analysis of H s,.¢ was undertaken next. These hypotheses were developed to test the
effect of individual CI tools on various aspects of hospital performance, as measured by the six
dependent variables included in this study. With the exception of wait times for lab results, the
findings from this study were contrary to previous research in the manufacturing and healthcare
domains. For example, patient cost per day was correlated to just “in” time, pay for
performance, and fishbone diagrams, in such a way that indicated that as the usage of these tools
increased so did the patient costs per day. In one previous study, for example, Cua et al. (2001)
found that higher levels of manufacturing performance could be expected when the different

practices and basic techniques of TQM, JIT, and TPM were implemented together. Further, they



were able to show that jointly, these combined practices or techniques were responsible for
significant improvements, including cost reduction, conformance to quality, volume flexibility,
and on-time delivery. Although these manufacturing metrics are closely related to hospital
metrics used for this study, the findings from this stud?were not similar.

Overall, while there was evidence for significant relationships between tool usage and
hospital performance, the direction of the findings do not support previous research. In general,
the findings from this study indicated that hospitals not using CI tools performed better than
those who did use certain tools. Thus, support was found for all of the hypotheses with the
exception of reduction in reportable errors, which did not have significant relationship to any of

the CI tools listed in this study. Given the small number of respondents who provide

w :‘@g hospitals )
braddition;

, this.;esp&nse-gre@ may not be representative of thetpopulation of hospital
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clinical staff in the US. Since most of the respondents were from small hospitals, and small

hospitals have fewer resources and personnel, this group might be in the early stages of adoption '
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5.2.4 Summary of Results from Follow-On Telephone Interviews. _L‘ + a::i a::; dtspa

Analysis of the data from the telephone interviews provided some interesting insight and
some capech of CT odloption
helped characterize owerslisssage-patterns in the participating hospitals. Some of the key insights

were that there was, in general, a lack of involvement by employees in the decision process for



training and scheduling of training in these hospitals. Management was most often cited as being
responsible for establishing the training schedule and determining who and what was trained.
Further, there appeared to be no relationship between specific types of training and specific CI

projects.

The singling out of a one department that was most often involved in CI projects

c .

_g evidenced the lack of general involvement by a broad cross-section of employees. The

departments most frequently engaged in CI projects were the clinical departments of nursing,

laboratory, and imaging, with nursing being cited most often as the department most involved in
ClI projects. In addition, the lack of involvement by over half of the employees was illustrated in

the responses which highlighted that non-clinical departments appeared to be the least involved

in CI projects with housekeepix{g, maintenance, and accounting being the most frequently

identified as not involved with CI projects.

i

ast analysis undertaken was to ascertain if response patterns were the same or

different for large, medium, and small hospitals. Wilcoxon Signed Rank test results did not

b
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? support a significant difference in the number of CI tools used between small medium, and large
e o T e

hospitals. These findings are consistent with previous research in manufacturing organizations

C
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é— that have found that size of organizations have no effect other factors such as leadership, size of

the project, number of employees, and number of practices have a greater effect (Rodwell &
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Shadur, 1997; Sadikoglu, 2004; Taylor & Wright, 2003).
Continuing to investigate further, a hierarchical cluster analysis by hospital was
performed and two clusters were identified. The cluster group containing four hospitals was

composed of two large and two medium hospitals, while the second cluster group contained
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mostly small hospitals. A Wilcoxon Signed Rank test was then performed to ascertain if there

was a significant difference between the two clusters. The results indicated that no significant
Look @ median Ry heapital vn te Z Clusters
difference in avgrage total tool usage existed. These results provide some additional

confirmation that size may not play a role in tool usage, at least from the number of tools used.
The next section presents the conclusions derived from these significant findings.
5.3  Conclusions

There are four discussion points from this study. Point number one, hypotheses Hiae, H2
ae; and H 3, , were not supported by the data from this study. Only hypotheses Hagand H 35,
were supported by the data from this study. Thus, the number of full time employees trained in
CI tools, the number of departments involved in CI projects, and the number of CI tools used in

Pakent costs \,

CI projects appeared to have no effect on wait time for lab results, time to prepare a patient’s
room, number of reportable errors, and patient satisfaction, as determined from the data of this

study. These results do not support previous research (Carmen et.al., 1996; Cua et. al., 2001;

Juran, 1988; Locke and Lathum, 1990; Secof, 2004; Shingo, 1981). This may be an artifact

restals
produced by the voluntary responses from the 16 respondents included in the data analysis. The

This
data could be biased and not representative of the population since only approximately 8% Shodemned
returned surveys. %MM

- Your

In addition, hospitals are not similar to factories. Hospitals are more similar to repair entire

StudH -

station or depots. Like repair depots, hospitals receive damaged products (patients) that come in
1}

with incomplete histories know by the staff. Both resort to problem solving diagnostics to

understand and correct the problems, and both rely on established mental models to approach

problem resolution. When these models f: @ ave to resort to a different problem solving

approach requiring sufficient knowledge. It is jn this stage that it appears that hospital clinical
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staff d}q/not have the necessary knowledge of CI tools and practices to resort to, but rather stayed "

_ '/\\A.;.:':: is not cl\ear. Qe we\\s ?’,
with their original mental rules based solution, which appears to be very strong but also could be - A

e
very wrong.

B
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Alternatively, it could be that because most of the respondents were from small hospitals,
which might have produced a biasing that was undetected in the data analysis, which would lead
small hospitals to have separate behavioral patterns regarding theseg three hypothesized
variables.

Roint-number.two, hospitals participating in this study used both effectiveness and

Tle Secenrd pord isﬂm-«—xu-a-
efficiency tools on CI projects, with a biasimg towards the use of effectiveness tools. Thus, it
could be concluded that hospital personnel appear to prefer a mixture of efficiency tools and
effectiveness tools regardless of the types of CI projects and/or performance improvements being
sought. This phenomenon may reflect that for some hospitals, the use of CI tools and the

selection of CI tools is not done as a strategic process, but rather is based on individual manager

preferences or previous experiences with tools. In addition, there appears to be an apparent lack

identified
of employee involvement in planning and training of employees. Management pesformed=att the
gmd,ul-w\ T irdl 3 connachion

training topics and the-schedutingof Cl training. AlS8, theress-a lack ofrelationship.between CI

was noled in the intecorews |
training and CI projects. In addition, most of the respondents answered that they used e tools

they were most fansliar with and did not necessarily select CI tools with a specific purpose in

. I
mind. Thug, point four

lustrates the need for comprehensive training and understanding both in

tool usage but dlso in,efﬁcacy of usage,paﬁicﬂarly within the hospital setting. It may be that the

u nckestanding s
ss is not just a lack of training but possibly a lack of sensitivity-of th¢ trainer to the

for clinical needs; which-may=eembine tools from both efficiency and

a_},\.p\ica,‘hor\ ond Tt o combinckion gg__

L,ok._\ po ink U bhee & ravyd Secto=

set
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effectiveness orjust-effectiveness. Whatever the cause, it is apparent that training in specific

tool usage is needed.

The results of the telephone survey clearly indicated a controlling of training and project
selection by management. It is possible that only some employees ; trained and-not-al
erfipioyees- In addition, it is possible that since management is choosing the projects only those
projects that are important to management are receiving attention and support. Further, it is also
possible that management is not making a clear one to one correspondence between clinician CI

pessible
tool'and practices skills and the CI project. Therefore, it is ret-tee-hard-to-believe that clinicians

without the proper training and-toet-set-to-produee-theultimate-sueeess are completing some
projects. This may be the reasor@ﬁe suangfmmd the use of effectiveness tools

significantly more than efficient tools even when the project may be best undertaken with

pc:so r wovroh dwo\:q_

efficiency tools.
Point number three, the results indicated that with the exception of pareto analysis,
histograms and point of use stocking methods and their positive effect on wait time for lab
results, those participants who did not u;;\.(‘:ﬁools had superior results. These results may be
symptomatic of a more generalized lack of understanding in the use of CI tools or incomplete
knowledge of CI practices. The data collected does not aliow for determining the sequence in

which CI tools were adopted. Early adoption of effectiveness tools may be one reason for the

identified pension towards using known tools rather than branching out and using thasbetter tools «olich

migd be el kon Arackiry £aloun qoals. e /ardf‘ﬁ-su-u'? correlations

b B adaaanayss. Human

for-thegub, wish could explain thweir anomalous usage m
The Oboe~vec] i B ‘S‘h.nou{ .
behavior dictates that when confronted with a new experience, humans will tend to retreat to

solutions that require the use of known commodities in this case CI tools, which they have used

before and are comfortable using and understanding (Bandura, 1969).

w\ ) iS'@O\F\* LJI' ?
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In summary, the data from this study appears to suggest limited effect of the independent
variables on the dependent variables. Second it appears that hospital personnel prefer to @( ode pt
hews Yo
effectiveness tools. Respondents aM may lack a clear understanding of selectimsg tools for

specific uses or strategically selecting tools to support overall performance goals. Finally, it

appears that with management selecting the projects the match between tool knowledge and

,;0\ J responsiode koo e
projects needs maybe not t}a‘e-pezﬁwt aligmne-tM they could be eausing-anomalous responding-
i ) SR = L N Corelardons
. Oonaued |

54  Implications for Administrators

There are three salient points that emerged from this study that are important to
administrators of hospitals. The first point comes from the apparent lack of involvement in CI
projects by both clinical and non clinical staff. Nowhere was this more evident than in the
results of the telephone survey. Nursing was identified as the group most often involved in CI
projects. However, of the six dependent variables used to estimate hospital performance, only
patient satisfaction and reportable errors are directly linked to nursing functions. Reportable
errors are not the sole responsibility of nursing, phannac?hlaboratory, mehysiciansﬁm play an
important roled in this important metric.

Of the other four dependent variables, departments other than nursing have a major role
in determining the outcome of any improvement activities, e.g. accounting, has the talent and
skill base to provide meaningful insight into reducing patient costs/day. However, these

departments were reported to be least involved in CI projects. Nursing cannot be responsible for

all of the improvements needed in a hospital, thus involvement by other departments and

personnel are segEizad. naeclkech § hempitels wWish fo uemprove VSRS
o wi daa Cange o-& ?—RA-W"M“_A_.
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The second point relevant to administrators gained from mesearch ihe establishment

of a professional training program. The apparent lack of understanding of the relationship

specdfic e Al inkeai s rescl b,
between tool usage andk'll projects was evident in both web survey\and telephone pertrens-of-the-
argl Qo als Ceswlls

stggty. The fact that four hospitals used almost half of all of the tools reported to be used is
planny °l Shou\d ¥a.\re do 0ccod the Projek qoals Lkan v denw;v.,‘,
significant. Training lve the employees imdectding

hen and what is to be trained, woho

Tr adeiiten Yo
but-the training program should be professionally executed. / € ¢ P\"-'- n < mewe,

3 elec k-
In addition, a team of individuals should aeeemplish-the-seleetion-of the package of tools

used within clinical settings of hospitals. This team should include but not limited tox
manage{m, clinician? and Zprofessional trainer5 (one who knows both efficiency and
effectiveness tools@and wraefi@@s). Once the tool package has been selectedJ all gétle clinical

staff should be trained in the.tool usage s aEagiises in order to provide the necessary basic
rokle Ynein - existing
knowledge thatthe§AxiBi-need to troubl€ shoot and resolve problems and-not rely on & mental
OF QM Qe rdantaD a.D_.Q h‘\
model that may not be correct for the-emrrent situations- ,
al\so appl ed Yo
This same effort should then be repeated-this-tisae-with-the non-clinical staff in order to
enablL Lol non-clinfcal pecsonral
smmprowe G involvement in using CI tools and-prastiees to solve problems. There should be no
pecsonnal She wadf

expectation that the tools g@BREED for clinical and non-clinical sigesof-tfetospital arogoing-to-
m solution and

and patients.

The third point is related to the lack of response from hospitals even with repeated

requests for information. Of the 17 hospitals out of 206 that chose to respond, many hospitals

inclucied oo
chose to not respond to the request for reportable error data. Crossing the Quality Chasm weassa:

call for more open and honest communication within healthcare. One of the many suggestions

that came out of this monograph was ff-the-laele-of blaming-te-fester a more open dialogue

He rnard +o eliminaty o blame opproack
For ennors omd Ve rned Yo Sfosten
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within and between hospital personnel. "Fhe-death-;ate—rs-@er 98,000 each year{due to

preventable errors within hospitals esslifear (IOM, 2001). Administrators should take the first
erron
steps within their organizations and between hospitals to sharelinfonnation. It is only through the
sharing of successes and failures that an organization can move from single loop to double loop
avd to _oave!

learning whsich transcends learning Bas88 within the individual to learning that becomes
inculcated within the organization (Argyris and Schon, 1996).
5,5  Future Research

Four areas for future research have been identie first area identified as a stimuli

cesponses Yo Yo T s

for additional research is from the telephone sezmey questiens seeking to establish an
understanding of CI activities. The results suggested a lack of understanding of CI activities that 7
were occurring within the respondents’ respective hospitals. This suggests a lack of engagement
or involvement on the part of the respondents. The lack of involvement appears to also affectifig
thig full time employees as well as management as indicated in the lack of other departments

outside of nursing identified as completing CI projects. Is the lack of involvement associated

with the type of patients, number of patients, location of the hospital i.e. rural as opposed to

urban?

The second point needing additional studL is to understand if hospitals have a different rot
average CI tool usage. This opens other questions such as: Could tool usage be the difference s “;;\
that separates hospitals i.e. large, medium, and small hospitals? Ifit is only CI tool usage that \,\; a~e

. . : T : quitenq ok
separates hospitals, what is the reason for that difference? Is the difference in tool usage linked /

to number of departments, organizational structure, or patient population?

some. 1 Mmany
The third area of interest is the lack of engagement observed inA(:Iinical andﬁon-clinical
n CT poyesO

departments to=€projests. Why have other departments not adopted CI tools and techniques the

ey



way that nursing was reported to have adopted these tools? What is the difference between
nursing and other clinical departments that makes nursing iavelves in CI projects and other
departments to be disengaged? e 9

The fourth area of interest is the level of engagement in CI activities of other clinical
departments and its effect on reportable error reduction. Does the level of engagement from
clinical departments vary from hospital to hospital and does the level of engagement by clinical

on tr
departments have an effect of reduction of reportable errors?

The selection and the successful implementation of CI tools in health care presents health
care managers and industrial engineering professioﬁals with.a challenge. In addition to
identifying a performance area to address, organizations must also develop a process for
identifying the CI tool or sets of CI tools that will have the most significant impact and develop a
process for deploying the tools in the best way possible within the organization. This study adds
to the existing body of knowledge related to the use of CI tools and implementation practices, by
looking at how hospitals in the states of Idaho, Oregon, and Washington have navigated these
challenges. In addition, this study also contributes to the existing literature by providing a
summarized set of data to characterize the usage and deployment of CI tools in hospitals. The
last contribution to the body of knowledge is the study of the interaction within and between
independent variables. Previous studies have primarily focused on studying one independent
variable at a time. Through a serial investigation of independent variables, it is possible, if not
highly probable, that any interactions taking place between the independent and dependent

variables will go unobserved. The loss of these possible interactions could prolong or delay

significant reforms.



Ein | 'Li—ihjs research suffered from lack of participation, which greatly limited the ability to generalize
41 resu S

thisdatn. Thus, any future research investigating CI in hospital settings with increased response

Lot bl

rate oot add greatly to the information gathered in this study.
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PARAMETRIC VS. NON-PARAMETRIC STATISTICS

GLM GENERALIZED LINEAR MODELS | LINEAR REGRESSIION
DOES NOT ASSUME DATA IS NORMALLY ASSUMES DATA IS NORMALLY DISTRIBUTED
DISTRIBUTED
BOTH DO THE SAME TYPE OF ANALYSIS
KENDAL TAU SPEARMAN RHO PEARSON R
NON PARAMETRIC NON PARAMETRIC PARAMETRIC
DATA/ASSUMED M@ TO BE DATA ASSUMED NOT TO BE DATA ASSUMED T TO BE
ALLY DISTRIBUTED NORMALLY DISTRIBUTED NORMALLY DISTRIBUTED
NEEDS INTERVAL DATAOR) | NEEDS INTERVAL OR BETTER | NEEDS INTERVAL OR RATIO
ER 27 DATA DATA
CONVERTS DATA TO RANKS CONVERTS DATA TO RANKS
PROBABILITY OF BEING IN USES PROPORTION OF USES PROPORTION OF THE
RANK VARIANCE LIKE PEARSON VARIANCE
CONCORDANT AND )
DISCORDANT VALUES °
NOT UNDUELY INFLUENCED UNDUELIY INFLUENCED BY
BY OUTLIERS OUTLIERS
USES Z TEST FOR USES T-TEST FOR USES T-TEST FOR
DETERMINING SIGNIFICANCE | SIGNIFICANCE LEVEL SIGNIFICANCE LEVEL
LEVEL
WILCOXON MANNWHITNEY T-TEST
NON-PARAMETRIC NON-PARAMETRIC PARAMETRIC —
DOES NOT ASSUME DATA TO | DOES NOT ASSUME DATA TO ES ASSUME DATA TO BE )
BE NORMALLY DISTIRBUTED | BE NORMALEY DISTIRBUTED | Ni Y DISTIRBUTED
SINGLE SAMPLE MULTIPLE STWO SAMPLES INDEPENDENT | ONE OR TWO SAMPLESE
RESPONSES 7\ DEPENDENT OR INDEPENDENT
7 TEST/AOR SIGNIFICANCE /| T-TEST FOR SIGNIFICANCE
VAR KRUSKAL WALLIS TEST
/ SIMILAR TO MANNWHITNEY
/7 ORDINAL DATA
McNEMARS DICOTOMOUS
ONLY DATA NONPARAMETRIC
CHECKS THE MARGINAL
FREQUENCIES OF TWO
\ BINARY OUTCOMES.
YELLOW/SHADED = CHOSEN STATISTICAL METHOD TO BE USED. /
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