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Figure 1: Fixation maps over an art work that contains separate panels, which, when viewed in the intended order, tell a coherent story. In
this work a gaze direction technique is used to visually guide the viewer through the image. As can be seen above the distribution of fixations
is very different for static viewing (A), and Gaze Directed viewing (B). The highlighted rectangular regions indicate story panels, and the
numbered circles indicate viewing order. In the gaze directed case, both order viewing accuracy and fixations on relevant panels increased.
The story of Joseph, by Biagio dAntonio, reproduced with kind permission of the J. Paul Getty Museum, Los Angeles

Abstract

Narrative art tells a story, either as a moment in an ongoing story
or as a sequence of events unfolding over time. In many works of
art separate panels within the same frame are used to depict the se-
quence of events. Often, there is no clear delineation between these
panels, or any indication of the optimal viewing order. To improve
visual literacy we propose using Subtle Gaze Direction (SGD) to di-
rect the viewers gaze across an image in a manner which reveals the
story. SGD uses small image space modulations in the luminance
channel to guide a viewer‘s gaze about an image without disrupting
their normal visual experience. Using a simple ordering task we
compared performance using no modulation and using subtle mod-
ulation with the correct order of narrative episodes as intended by
the artist. Results from experiments show improved performance
when SGD is employed. This experiment establishes the potential
of the method as an aid to visual navigation in images where the
viewing order is unclear.
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1 Introduction

In this paper we describe the use of Subtle Gaze Direction (SGD) to
correctly guide observers through pictorial episodes when viewing
paintings (Figure 1). To improve visual literacy we propose the
use of SGD to direct the viewer’s gaze over an image in a manner
which reveals the story in the narrative art. Using a simple ordering
task we compared performance using no modulation and using
subtle modulation, highlighting the center of the panels in the order
of the story narrative. Results from experiments show improved
performance when SGD is employed. This experiment establishes
the potential of the method as an aid to visual navigation in images
where the viewing order is unclear.

Narrative art tells a story, either as a moment in an ongoing story or
as a sequence of events unfolding over time. A synoptic narrative
depicts a single scene in which a character, or characters, are
portrayed multiple times within a frame to convey that multiple
actions are taking place. This can cause the sequence of events
to be unclear within the narrative. Synoptic narratives typically
provide visual cues that convey the sequence, but it still might
be difficult to decipher for those unfamiliar with the story. The
process is best illustrated with an example. Figure 2 (top) shows
a synoptic painting titled “The Tribute Money” by Renaissance
artist Masaccio. This painting describes a story from the Gospel of
Matthew, in which Jesus directs Peter to go to the river and retrieve
a coin from the mouth of a fish in order to pay the temple tax. The
optimal way to visually navigate this piece is to begin in the center
with the tax collector demanding the money. Jesus, surrounded
by his disciples, instructs Peter to retrieve the money from the
mouth of a fish. By moving their gaze to the left of the painting
(perhaps counter-intuitive to western civilization who normally
read left to right) viewers notice Peter executing Jesus’ instruction.
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The viewer’s eyes next need to travel to the extreme right of the
painting to view the third episode in which Peter pays the tax
collector. At the time it was painted, audiences were conditioned
to recognize repeated elements in a frame and identify panels,
thereby intuitively understanding the intended order in which each
episode of the painting was to be viewed. However, our ability,
as artists and audiences, to correctly “read” these paintings may
not be so accurate in present day because our visual literacy is not
conditioned to follow the viewing pattern the artist intended. In the
15th century the audience would understand that there are multiple
episodes in this painting, and also in which order to view these
panels in order to comprehend the story. Web-based solutions
do exist which manipulate a digital representation of a painting
using strong outlines, or interruptive text over the image to explain
where the viewer should direct their gaze (see Figure 2, [Masaccio
1421]). While these represent a promising initial approach, a more
elegant solution would not disrupt interrupt the visual experience
of the audience. Employing gaze direction techniques would
allow the viewer to see the actual painting with areas of interest
accentuated in a manner which preserves the visual experience
by acknowledging the artist’s intent. In this work we investigate
the use of Subtle Gaze Direction (SGD) as an aid to navigate
narrative art. This goal of this work is to satisfy the need to display
information in a manner that minimizes disruption to the viewer,
but can accurately direct gaze to certain locations of an image, in
a specific sequence. In other words, our original SGD technique
did not examine how well SGD directs gaze to multiple image
locations in a specific sequence.

Figure 2: Above: “The Tribute Money”, by Masaccio tells the
story of Jesus and the tax collector. The piece should be viewed in
the following order: center, left, then right. Current web-browser
based educational tools use text pop-ups with interruptive rectan-
gular outlines to highlight important information in a visual narra-
tive. This not only distracts the viewer from appreciating the image,
but also breaks up the image into smaller pieces so it is not viewed
in a holistic manner. The red colored rectangle destroys the visual
experience by superimposing a distracting overlay on the original
painting.

The main contributions of this work is validation of SGD as a
technique to influence where viewers look in a scene, both spatially
and temporally. This technique will be especially useful in the dig-
ital humanities, as it will allow scholars to recuperate various types

of visual literacy specific to a historical moment. We focus on Art
History Education as an application but it is easy to extend to any
visual task in which viewing order is critical to understanding or
task completion.

2 Previous Work

Subtle Gaze Direction (SGD) [Bailey et al. 2009] exploits the well
established fact that human peripheral vision processes stimuli
faster than foveal vision [Ogden and Miller 1966]. On initial
viewing of a scene the low-acuity peripheral vision of the Human
Visual System (HVS) locates regions of interest. The foveal
vision, which is slower and has higher acuity, is then involuntarily
directed to focus on these regions. SGD proceeds by modulating
regions of an image that appear only to peripheral vision. In
this manner peripheral vision is forced to locate the indicated
regions of interest, which are subsequently fixated on. This causes
involuntary saccades to move the eye to fixate on the modulated
region as it attempts to resolve the detected stimuli. Luminance
modulation works well as the HVS is highly sensitive to changes
in luminance values [Spillman 1990].

Modulations are constructed by alternately blending small pixel re-
gions with some amount of black, then some amount of white. The
rate at which the blend is modulated is 10Hz. A Gaussian falloff
with a radius of 32 pixels is used which (in our viewing configura-
tion) corresponds to approximately a 2cm diameter circular screen
area.

The marriage of technology and art appreciation is not new — sev-
eral existing applications have successfully been applied in the Art
domain [Gwilt 2009] [Damala et al. 2008] [Andolina et al. 2009]
[Bruns et al. 2007] [Choudary et al. 2009] [Chou et al. 2005] [Srini-
vasan et al. 2009]. To date, however, few have proposed eye-
tracking as an added dimension. The novelty of this approach lies
in the eye-tracking and in attracting and directing the gaze to the
correct region of the artwork in a sequence that will encourage
appropriate visual navigation and understanding of the image and
strengthen observation skills.

Obviously conspicuous objects in a scene (such as a black sheep
in a white flock) will draw the viewer‘s attention first. However,
there are more subtle image characteristics that can also draw our
gaze. Image properties such as color, size and orientation can
be used to control attention [Veas et al. 2011] [Underwood and
Foulsham 2006] [Underwood et al. 2009]. In movies, directors use
an arsenal of cinematographic “tricks” to lead the audience to look
where they want them to look (see [Bordwell 2011]). Taking an
automated approach, Itti and Koch [Itti and Koch 2000][Itti and
Koch 2001] developed an algorithm to measure visual saliency
(how likely people are to look at parts of an image) on the basis of
image characteristics such as intensity distribution, color changes,
and orientation. Saliency maps could prove to be a good candidate
to indicate the initial attention in a painting. Then, by modifying
the digital version of the painting to re-distribute saliency, we
could build several versions of the painting with the pre-selected
interesting regions manipulated to increase saliency. For example,
in “The Tribute Money” when it is time to look at Peter retrieving
the coin from the mouth of the fish, SGD could boost the saliency
in that region and thereby influence the viewer to re-direct their
gaze.

This remainder of this paper presents a psychophysical experiment
that explores the impact of SGD on performance during a viewing
of narrative art works. The results show that this method works well
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without introducing noticeable artifacts into images, which might
degrade the viewing experience.

3 Experimental Design

The goal of this experiment is to determine to what extent SGD
lends itself to aid observers in extracting the intended sequence of
events from regions of an episodic image. Participants viewed a
sequence of images, each of which contained three or more panels
intended as episodes. The intended viewing order of these pan-
els is not always immediately clear. Art history research provides
the narrative for each art piece, from which panels are determined
[Velli 2007]. Panels (in each image) were manually selected as
rectangular regions which enclosed the relevant portion of the im-
age that conveyed an episode of the story. In the non-control group,
after viewing the image for a short period of time, relevant panels
were highlighted using SGD at the panel center. Participants then
indicated the order they perceived to be the correct viewing order
by clicking on image sections outlined with boxes. We compare
performance using SGD with performance under normal viewing
conditions.

3.1 Stimuli

Eleven images served as stimuli for the experiment, two of which
were used for observer training, see Figure 7). In each image,
episodes or panels were identified and served as targets for SGD.
The number of episodes (panels) varied from painting to painting,
ranging from three to seven.

The size of panels also varied within each image (see Figure 3), ini-
tially we were concerned that fixations may be artificially increased
in proportion to panel size, but this did not turn out to be the case.

Presentation order was randomized to minimize the introduction
of learning effects. Images were presented for a period of time
proportional to the number of episodes in the image and were dis-
played on a 22 inch widescreen monitor, operating at 60 Hz with a
resolution of 1680 x 1050. Stimuli transitioned directly from one
to the next, however, no action was taken until a finite amount of
time had passed. Image size varied as shown in Figure 7. In cases
where images size was smaller than the viewing screen, width and
height were maximized to fit screen resolution and a black border
was added. An example of a single image, with all the regions high-
lighted for illustration purposes, is shown in Figure 3. In this image
there are six panels. The observer would not see the regions high-
lighted in this obvious manner. This simply illustrates the presence
of the panels.

Participants were seated in front of a computer screen in a well-lit
room. Using a SensoMotoric Instruments iView X Remote Eye-
Tracking Device operating at 250 Hz with gaze position accuracy
< 0.5◦, data pertaining to fixation position and saccades were
recorded for each participant. After a brief calibration phase, each
observer underwent a short tutorial session to familiarize them with
the experimental procedure and user interface. Questions were en-
couraged during the tutorial session but no data was collected. Par-
ticipants were then presented with each of the nine art works in a
random order. Image complexity varied, as did the number of pan-
els. The two groups are as follows:

• Group 1: Normal Viewing Conditions: No actions were ap-
plied to the images, in other words images were viewed nor-
mally with no modulations. This group served as the control
group for the experiment.

• Group 2: Subtle Modulation: SGD was employed to high-
light the target panel regions in the intended viewing order in

Figure 3: An exemplar image showing all of the panels which con-
tribute to the narrative. Observers first viewed the image without
the panels highlighted. Once a certain amount of time had elapsed,
participants then clicked on the panels in the order they believed
matched the order of the story being told. The modulations for the
SGD group (Group 2) were placed at the center of each panel.

an effort to aid in visual navigation. Gaze manipulation was
implemented as described in [Bailey et al. 2009]. Modula-
tion was never applied to panels while they were being di-
rectly viewed. All modulations were only applied to the pe-
ripheral vision. Modulations were stopped as the observers
gaze tended toward them i.e. observers never directly viewed
modulations. A modulation radius of 0.04◦ of visual angle
was used to ensure that modulations were subtle. The modu-
lations were placed in the center of the panels.

Thirty-six participants were assigned randomly to one of the two
groups. Participants were volunteers from a group of undergradu-
ates. All had normal, or corrected-to-normal, vision and were naive
to the purpose of the experiment. Viewing time for each image var-
ied in direct proportion to the number of panels present. Each image
was presented for t seconds before the user was allowed to respond.
For the control group, Group 1, t was chosen to be equal to the num-
ber of regions in the image. In Group 2, t is the time taken to guide
the viewers exactly once through the correct sequence of regions.
Previous studies [Bailey et al. 2009], [McNamara et al. 2008] re-
vealed that SGD modulations typically attracted gaze within 0.5
seconds. To ensure that we had comparable viewing times between
both groups a 0.5 second delay was added between successive mod-
ulations.

After t seconds, the relevant regions were highlighted with rectan-
gles and the mouse activated to allow the users to respond. Both
groups of participants were instructed to click on the highlighted
regions in the order they believed the story unfolds. Each partic-
ipant reported an order which they believed matched the intended
sequence of the story in the art work.
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3.2 Analysis of Data

In addition to recording eye-movements for each participants, each
participant reported an order for each image, based on their un-
derstanding of panel sequence within that image. We needed a
robust mechanism to compare accuracy of performance between
the two groups. Levenshtein distance [Navarro 2001] [Levenshtein
1965] [Levenshtein 1966] is a string metric, developed in the filed
of information theory and computer science to compute differences
between sequences. Levenshtein distance provides an appropriate
measure to compare distances between ordered sequences, such as
those recorded during our experiment. To accurately compare se-
quences using Levenshtein distance the correct (intended) viewing
order of each image is converted into a string sequence. All re-
sponses from each participant are also converted to an appropri-
ate string sequence in order to facilitate comparison to the correct
sequence. Since the number of relevant regions varies across the
images we normalize the distance measure computed for each im-
age by dividing by the number of panels. The normalized Leven-
shtein distance L between the correct sequence Scorrect and user
sequence Suser is as follows:

L =
Levenshtein Distance(Scorrect, Suser)

# of Panels
∗ 100 (1)

For example, let the correct panel order be [ABCDE] and let
[ACBDE] denote the participant’s response. The number of pan-
els in this image is five. Using Equation 1, we obtain a normalized
Levenshtein distance value of 40. A distance of 0 would indicate
no difference, whereas a distance of 100 would indicate maximal
distance.

4 Results and Discussion

The predicted sequence of panels reported by each participant for
each image was recorded. Normalized distances for each image
were compared to the actual intended sequence for that image us-
ing the distance metric expressed in Equation 1. The calculated nor-
malized Levenshtein distance measures between conditions showed
differences across the two groups with a mean distance measures
of 57.32 and 34.79 for groups 1 and 2 respectively, as illustrated
in Figure 4. These values were calculated by averaging the nor-
malized Leveshtein distance (L) for all the participants in a group
over all the images used in the experiment. This implies that par-
ticipants from Group 2 (guided by SGD) consistently proved to be
more accurate at predicting the intended sequence of panels con-
tained in narrative art when compared to Group 1, the control group
(no SGD). This measure indicates that, for example, when view-
ing a narrative art image containing ten panels, the static viewing
group will incorrectly predict the order of approximately 5−6 pan-
els, while the gaze directed group, Group 2, will return a prediction
with only 3−4 panels out of the sequence. An independent-samples
paired t− test suggests that this was a significant effect:

t(316) = 1.9675; p < 0.05 (2)

Figure 5 shows the average L value for each image across all the
participants in each group. This analysis gives some intuition on the
the influence of the number of panels over the accuracy in detecting
the correct sequences in the narrative art. The images in the graph
are arranged in the increasing order of number of panels. In all nine
images, the average L value indicates that the participants in Group
2, the gaze directed group, predict panel order more accurately than
the participants from Group 1, the static viewing group. This also
shows that the gaze directed group performed better than the static
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Figure 4: Normalized Levenshtein distance measure between
Group 1 (static viewing group) and Group 2( gaze directed group).
Error bars represent one standard error. The graph shows that
Group 2 participants, who viewed SGD images were able to predict
the intended viewing order of panels more accurately than those in
Group 1 that did not have the benefit of SGD as a gaze direction
aid.
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group for images having relevant regions varying from 3 to 26. In
eight of the nine images used in the study, this result was shown
to be significant. Independent-samples t-tests reveal that this effect
was significant and not due to chance, the t-test results for images
with relevant regions 3,4,5,6,7 and 26 are shown in Table 1.

The results did reveal a single anomaly where the t-test did not show
a significant difference between groups. Image “C”, shown in Fig-
ure 7, revealed no significant difference in performance between
the two groups. Further inspection showed that in this image, the
artist has gradually decreased the luminance of the narrative art over
the story. This analysis was possible as the same characters appear
over multiple regions in the image. We reason that this luminance
change in itself would provide a strong enough visual cue to enable
the participants in Group 1 to correctly navigate the story. This also
suggest that luminance changes could serve to guide direct gaze in
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Figure 6: This Figure shows the scan paths and heat-maps for one participant from each of the two groups (no modulation and SGD), Image
A & C represent data collected from Group 1, while images B & D were collected from Group 2. Rectangular highlighted regions denote
panels. Blue numbered circles indicate the correct viewing order of panels within the image. As can be seen from the images, gaze distribution
and fixations are more accurately aligned with panel (modulated) regions in the SGD condition.

Number of panels Independent t-test (Group 1 V Group 2)
3 t(33) = 2.0322
4 t(33) = 2.0346
5 t(33) = 2.0345
6 t(33) = 2.0340
7 t(33) = 2.028

26 t(33) = 2.0364

Table 1: Independent t-tests indicate significant differences in the
ability to correctly predict intended panel sequences for images
with vary in numbers of panels. In each case, p < 0.05.

imagery. This phenomenon is a topic for future research.

To further illustrate the success of SGD we present a single ex-
ample. Figure 6 shows the images for the static viewing and the
gaze directed group respectively. Images are placed side-by-side
for comparison.

Image A depicting the scan path of the viewer’s gaze over the static
images shows that the viewer’s gaze does not coincide with all of
the relevant story panels. Contrast this with image B, which shows
the scan path over the SGD enhanced image. This image reveals
a more coherent scan path in terms of visitation to each relevant
panel.

Comparing heat maps reveals a similar story. The heat maps repre-
sent the amount of time spent fixating in each image region. Figure
6,Image C reveals that most fixations fall to the left of the image,
and the distribution does not encompass the story panels. Con-
versely, examination of the heat map for image D (SGD) indicates
that viewer fixations are distributed over the story panels.

Examining the L value measures (as described in Section 3.2) for
this single image, the Group 1 (no SGD) participant’s value is 71.45
compared to 28.57 for the participant from Group 2 (the gaze di-
rected group). Thus the heat map and scan path analysis not only
reflect the increase in the gaze coverage and attention to all rele-
vant regions of the image for the gaze directed group over the static
viewing group, but also correspond well with the L-value metric
chosen to compare performance.

It is important to note that Figure 6 serves as a representative ex-
ample of a consistent trend across all nine images viewed. This
analysis reveals that, without SGD, not only did participants fail
to view all of the story panels, but they failed to fixate on all the
relevant story panels. The exact opposite is true for those images
presented with SGD applied to the story panels, giving a high level
of confidence in the success of applying SGD to subtly reveal an
intended viewing sequence.

Informal reporting, post experiment, showed that a small subset
of participants (approximately 15%) reported noticing the modu-
lations, but (as designed) the modulation disappeared before they
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could inspect it. A single participant reported trying to follow the
modulations, again performing exactly the action SGD is designed
for. In these cases we reason that certain individuals may have
heightened peripheral vision e.g. it has been proposed by several
researchers, for example, that strong peripheral vision may give
basketball players, and other athletes a distinct advantage during
game play [Vickerss 2007]. In general, however the premise of sub-
tly holds well for SGD. Even in cases where individual participants
noticed SGD task performance was not impeded.

In summary our results show that gains can be made in task per-
formance when modulation is employed to direct gaze to target a
sequence of panels in a specific order. Even if the modulations
are noticed to some degree, there is still an increased accuracy in
task performance. This seems to hold true over a range of images,
and over a range of panel numbers. For applications that require a
specific viewing order for understanding or performance, SGD can
serve as a subtle aid to boost accuracy of performance on a sub-
image ordering task.

5 Conclusions and Future Work

We presented an experiment to compare task performance in digital
images across two groups of stimuli. In one group no image alter-
ations were used (Group 1), in the second group small modulations
were applied to image panels in an effort to direct the viewers gaze
(Group 2). The participant’s task was to specify the order of panels
(contained in episodic art pieces) which revealed the intended story.
The results indicate that using a subtle gaze direction technique,
which modulates the appropriate panel in the intended sequence,
does indeed improve the precision of panel ordering. The differ-
ence between performance between the two groups was shown to
be significant.

For this study we chose to modulate the luminance channel within
a small radius of pixels. All modulations took the same shape and
were modulated using the same oscillation strength. Given the vari-
ation of the subset of images we included in this study, and the
variation in the number of panels, it may be that variation of modu-
lation shape and strength would yield further improvements in task
performance. For example, when the number of relevant panels is
large, perhaps a stronger modulation would attract gaze faster. For
future work it may be useful to implement modulations character-
istics based on image content rather than take a “one-size-fits-all”
approach.

Also, in this chosen domain, all of the imagery is static. We are
interested in applying SGD to dynamic environments, which may
pose increased difficulty due to the attentional draw of objects in
motion. We anticipate that stronger modulations will be required
to successfully used SGD effectively in dynamic environments, but
the payoff could be beneficial in areas such as simulation training
and educational gaming.

We have shown that SGD can improve performance on a within-
image panel ordering set without noticeably disrupting the visual
experience of the image. This technique can be applied to help
guide gaze in complex applications where viewing order is criti-
cal to understanding, such as in story telling, or training task per-
formance where sequence of operations is important, for example,
construction instructions.
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