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ABSTRACT
Use of multiple antennas or MIMO has great potential for enhancing the throughput of multi-hop wireless networks via spatial reuse and/or spatial division multiplexing. In this paper, we characterize and analyze the maximum achievable throughput in multi-hop wireless MIMO networks under three MIMO protocols, spatial reuse only (SRP), spatial multiplexing only (SMP), and spatial reuse & multiplexing (SRMP), each of which enhances throughput via a different way of exploiting the MIMO’s potential. We show via extensive simulation that as the number of antennas increases, the maximum achievable throughput first rises and then flattens out asymptotically under SRP, while it increases “almost” linearly under SMP or SRMP. We evaluate the effects of several network parameters on this achievable throughput. We also demonstrate how these results can be used by designers to determine the optimal parameters of multi-hop wireless MIMO networks.

Categories and Subject Descriptors: I.6.6 [Simulation and Modeling]: Simulation Output Analysis

General Terms: Performance, Design

Keywords: Network throughput analysis, MIMO systems, multi-hop wireless networks, wireless mesh networks

1. INTRODUCTION
Multiple antennas, also referred to as MIMO (multiple-input-multiple-output), provide wireless networks with potential for increasing network throughput via spatial reuse of the spectrum by allowing multiple simultaneous communication sessions in the same neighborhood and/or via spatial division multiplexing by achieving high data rates. For this reason, MIMO systems are expected to be a key component of next-generation wireless networks.

From the physical layer’s standpoint, the potential benefits of multiple antennas are already well-understood [1–5]. How to realize these benefits at higher layers has also been studied recently [6–11]. These studies focused on the development of MAC protocols for wireless networks that exploit multiple antennas to increase the overall network throughput via spatial reuse [10,11] and/or spatial multiplexing [7], or reduce power consumption via beam-forming and interference suppression [6]. However, how much throughput multiple antennas can offer multi-hop wireless networks has been studied much less [12]. Yi et al. [12] extended the work in [13] to wireless networks using directional antennas. The focus in [12] is, however, on the switched multi-beam technique. Albeit simple, the switched multi-beam technique works only in a near line-of-sight environment, and may increase the capacity only through spatial reuse. In this paper, we characterize and analyze the maximum achievable throughput in multi-hop wireless MIMO networks when the adaptive array technique is used. Unlike the switched multi-beam technique, the adaptive array technique can exploit multiple antennas to increase the capacity in both line-of-sight and multi-path environments [14] via not only spatial reuse but also spatial multiplexing.

The main contributions of this paper are summarized as follows.

1. Modeling of the interference and radio constraints on multi-hop wireless MIMO networks under the three MIMO protocols and two interference avoidance models we propose.

2. Characterization and analysis of the maximum achievable throughput in multi-hop wireless MIMO networks. Via extensive simulations, we show that as the number of antennas increases, the maximum achievable throughput flattens out asymptotically under SRP and increases “almost” linearly under SMP or SRMP.

3. Evaluation of the effects of several network parameters on this achievable throughput. We also demonstrate practical use of the obtained results by illustrating how they can be used by network designers to determine the optimal parameters of multi-hop wireless MIMO networks.

The rest of this paper is organized as follows. Section 2 discusses the related work, putting our work in a comparative perspective. Section 3 overviews MIMO and illustrates its potential benefits. We model the network under study and state our objectives in Section 4. Section 5 models the packet-level constraints, while Section 6 formulates the multi-commodity flow routing problem. Throughput characterization and analysis are provided in Section 7. Finally, we conclude the paper in Section 8.

2. RELATED WORK
There have been numerous studies on throughput/capacity characterization of wireless networks equipped with single antennas [13, 15–18]. Gupta and Kumar [13] derived the asymptotic capacity of multi-hop wireless networks of static nodes, each equipped with a single omnidirectional antenna. The work in [15] shows that per-user throughput can increase dramatically when nodes are mobile rather than fixed by exploiting a form of multiuser diversity via
packet relaying. Several other studies have also focused on characterizing the capacity in multi-channel wireless networks [16–18]. The work in [13] has been extended in [16] to multi-channel wireless networks where nodes, each equipped with multiple interfaces, cannot have a dedicated interface per channel. Their results show that the capacity of such networks depends on the ratio of the number of channels to the number of interfaces. Alicherry et al. [17] developed a solution for routing in multi-channel, multi-interface wireless mesh networks that maximizes the overall throughput of the network subject to fairness and interference constraints. Along the same line, the work in [18] provides necessary conditions for the feasibility of rate vectors in multi-channel wireless networks with multiple interfaces, and use them to find upper bounds on throughput via a fast primal-dual LP algorithm. We adapt the LP constraint relaxation technique from [18] to characterize the maximum achievable throughput in multi-hop wireless networks of nodes equipped with MIMO links.

3. PRELIMINARIES: MIMO LINKS

The term MIMO link is used to denote any transmitter-receiver pair such that (1) the receiver is within the transmitter’s transmission range, and (2) both the transmitter and receiver are equipped with multiple antennas.

3.1 Basics of MIMO

Let’s consider the MIMO link shown in Fig. 1(a), and assume that the transmitter and the receiver are each equipped with 2 antennas. To transmit a signal \( s(t) \) over the 2-antenna array, the transmitter sends two weighted copies, \( u_1 s(t) \) and \( u_2 s(t) \), of the signal, one on each antenna; the vector \( u = [u_1 \ u_2]^T \) is referred to as a transmission weight vector. At the receiver, the two received signals (one on each antenna) are weighted with a reception weight vector \( v = [v_1 \ v_2]^T \) and summed to produce \( r(t) \). This is illustrated in Fig. 1(b). Let \( H \) denote the matrix of channel coefficients between the transmitter and the receiver. One can then write \( r(t) = (u^T H) s(t) \). By choosing appropriate weight vectors \( u \) and \( v \), one can ensure that the signal \( r(t) \) achieves a unit gain \( (u^T H v) = 1 \) when received by the target receiver, and a zero gain \( (u^T H v) = 0 \) when received by a non-target receiver. Hence, with multiple antennas, a node can successfully communicate with its target receiver while allowing other nearby receivers to successfully receive their signals.

Multiple antennas can also be exploited to send multiple-stream signals. As shown in Fig. 1(c), the transmitter can send two streams, \( s_1(t) \) and \( s_2(t) \), each weighted over both antennas using the transmission weight vectors \( u_1 = [u_{1,1} \ u_{1,2}]^T \) and \( u_2 = [u_{2,1} \ u_{2,2}]^T \), respectively. At the receiver, the two separate streams, \( r_1(t) \) and \( r_2(t) \), are constructed by weighting the two received signals (one on each antenna) by two reception weight vectors \( v_1 = [v_{1,1} \ v_{1,2}]^T \) and \( v_2 = [v_{2,1} \ v_{2,2}]^T \). One can write \( r_1(t) = (u_1^T H v_1) s_1(t) + (u_2^T H v_1) s_2(t) \) and \( r_2(t) = (u_1^T H v_2) s_1(t) + (u_2^T H v_2) s_2(t) \). With an appropriate choice of all the weight vectors and under the assumption that \( H \) is a full-ranked matrix [5], one can ensure that \( u_1^T H v_1 = 1 \) and \( u_1^T H v_2 = 0 \) to correctly construct \( r_1(t) \), and \( u_2^T H v_1 = 0 \) and \( u_2^T H v_2 = 1 \) to correctly construct \( r_2(t) \). Hence, multiple antennas can be exploited to increase the data rates by sending multiple-stream signals.

3.2 Benefits of MIMO

To illustrate MIMO benefits, let’s consider the example of a multi-hop MIMO network in Fig. 2, which consists of a set \( N = \{1, 2, 3, 4\} \)

![Figure 2: An illustrative network example.](image)
two transmission weight vectors used by node 2 to transmit its two streams. The solution can then be used by node 4 to receive two concurrent data streams from node 2. Hence, multiple antennas can also be used to increase the transmission rates by exploiting the spatial multiplexing offered by the antennas. Note that now, node 1 cannot transmit without causing interference at node 4; spatial reuse cannot be increased when all antennas are used for spatial multiplexing.

3.3 Interference Avoidance Models

We now propose two models\(^2\) that can be used by nodes to suppress interference and/or null undesired signals so that the spatial reuse of spectrum may be increased.

Non-Cooperative Interference Avoidance Model (NiM): This model requires that \(1\) transmitters be responsible for nulling their signals at all nearby interfering receivers prior to transmitting their signals, and \(2\) receivers be responsible for suppressing the interference caused by all nearby transmitters prior to receiving their desired signals. That is, before transmitting its signal, a transmitter must ensure that it has enough antennas to transmit the signal without causing interference to any of its nearby receivers. Likewise, prior to receiving signals, a receiver must ensure that it has enough antennas to be able to suppress the interference caused by all nearby transmitters while receiving its desired signals without interference. In the example network of Fig. 2, under NiM, node 4 must then be able to suppress node 1’s signal prior to receiving node 2’s signal, and node 1 must be able to null its signal at node 4 prior to transmitting a signal to node 3.

Cooperative Interference Avoidance Model (CiM): Note that it suffices for node 4 to suppress node 1’s signal, or for node 1 to null its signal at node 4 to have two successful transmissions. Unlike NiM, CiM requires that either the transmitter or the receiver (not necessarily both) be responsible for interference avoidance. Referring to the example of Fig. 2 again, nodes 1 and 4 must then coordinate to design their vectors such that

\[
\begin{align*}
    u_1^T (H_{1,2} v_2) &= 1 & \text{ (ensured by node 1)} \\
    u_1^T H_{1,3} v_3 &= 0 & \text{ (ensured by either node 1 or node 4)} \\
    (u_2^T H_{2,1} v_1) &= 1 & \text{ (ensured by node 4).}
\end{align*}
\]

Clearly, CiM provides higher spatial reuse of multiple antennas than NiM. This will be justified later.

3.4 Effective Degrees of Freedom

Based on the illustrations given in Section 3.2, one can draw the following conclusion. A node’s degrees of freedom (DoFs or number of antennas) can be exploited in one of the following three ways: \(1\) all DoFs are used to send a multiple-stream flow of data by exploiting the spatial division multiplexing of the antenna array; \(2\) all DoFs are used to increase the spatial reuse of the spectrum by allowing multiple concurrent streams in the same vicinity; \(3\) some of DoFs are used to send a multiple-stream flow while the others are used to allow for concurrent streams in the same neighborhood. It is important to note that the level of exploitation of the spatial reuse and/or multiplexing is, however, contingent on physical limitations such as node’s power, multipath, and/or channel coefficients estimation errors \([19]\).

3.4.1 Effective Degrees of Freedom

We want to characterize and analyze the maximum achievable throughput in multi-hop wireless MIMO networks. We propose and analyze three different MIMO protocols—spatial reuse only protocol (SRP), spatial multiplexing only protocol (SMP), and spatial reuse & multiplexing protocol (SRMP)—all of which increase network throughput, but each with a different way of exploiting the multiple antenna benefits.

Spatial Reuse Only MIMO Protocol (SRP): uses all effective degrees of freedom to increase network throughput via spatial reuse of the spectrum only. In SRP, the throughput is then increased by allowing multiple simultaneous communication sessions in the same neighborhood.

Spatial Multiplexing Only MIMO Protocol (SMP): under which all effective DoFs are used to increase throughput via spatial multiplexing only. Nodes in SMP can use their multiple antennas to communicate multiple stream signals among them. They cannot, however, use any of their effective DoFs to increase spatial reuse.
Spatial Reuse & Multiplexing MIMO Protocol (SRMP): is a combination of SRP and SMP in that the effective degrees of freedom can be used to increase network throughput via spatial reuse and/or spatial multiplexing, whichever provides higher throughput.

We consider TDMA in which time is divided into time slots of an equal length, denoted by $T = \{1, 2, \ldots \}$. Characterizing the achievable throughput under TDMA will then serve as a characterization of the throughput achievable under other multiple access methods, such as CDMA and CSMA/CA.

For each MIMO protocol, we formulate the multi-hop routing problem as a standard multi-commodity flow instance that consists of a set $Q$ of commodities where each $q \in Q$ is characterized by a source-destination pair $(s(q), d(q)) \in N$ and a non-negative multi-hop flow rate $f_q$. A multi-hop flow solution—maximizing the sum $\sum_{q \in Q} f_q$ of all flows' rates subject to the network constraints that we will describe and model in next sections—will be used to represent the achievable throughput under multi-commodity flow $f = \{f_q\}_{q \in Q}$. By solving many instances, we can provide a statistical characterization and analysis of the maximum achievable throughput in multi-hop wireless MIMO networks.

Our contribution is twofold. First, we characterize and analyze the maximum achievable throughput in multi-hop wireless multi-hop networks equipped with MIMO systems. We study the effects of several network parameters on this throughput. Second, we show how the thus-obtained results can be used for designing wireless MIMO networks such as MIMO mesh networks. These results enable network designers to determine the optimal parameters of wireless MIMO networks.

5. PACKET-LEVEL CONSTRAINTS

We now model the packet-level constraints on multi-hop MIMO networks, described in Section 4, $\forall (i, t) \in L \times T$, let the binary variable $y_{it}$ be 1 if link $i$ is active during time slot $t$, and 0 otherwise.

5.1 Spatial Reuse Only MIMO Protocol (SRP)

5.1.1 Radio Constraints

Due to radio limitations, we assume that a node can either transmit or receive, but not both, at a time slot. Also, since SRP exploits all degrees of freedom (DoFs) to increase spatial reuse, a node can use at most one DoF to transmit or receive one stream while the other DoFs can be used to allow for multiple concurrent streams in same vicinities. Hence, one can write

$$\sum_{i \in L_m} y_{it} \leq 1, \quad \forall m \in N, \forall t \in T.$$  (1)

5.1.2 Interference Constraints

Next we describe the interference constraints under both the non-cooperative interference avoidance model (NiM) and the cooperative interference avoidance model (CiM), as defined in Section 3.3.

**Interference Constraints under NiM:** Recall that under NiM, receivers must be responsible for suppressing signals from interfering transmitters. Hence, any receiver must have enough effective receive degrees of freedom that enable it to combat nearby transmitters’ interference prior to receiving a signal at any time slot. That is, $\forall i \in L$ and $\forall t \in T$,

$$\omega (\omega - \beta_i + 1) y_{it} + \sum_{j \in C_i} y_{jt} \leq \omega$$  (2)

where $\omega$ is an integer larger than the maximum number of active links at any given time slot. Let $\omega = |L|$. If $\omega = 1$ (i.e., $i$ is active at time slot $t$), then the above constraints ensure that the total number of active links, interfering with the reception on link $i$, does not exceed what node $r(i)$’s effective receive degrees of freedom can handle; otherwise (if $y_{it} = 0$), the constraints are relaxed since $i$ is not active, and hence, no interference needs to be suppressed.

Likewise, transmitters under NiM must also be responsible for nulling their signals at all nearby receivers. That is, prior to transmission at any time slot, a transmitter must have enough effective transmit degrees of freedom so that it can prevent its signal from causing interference to any nearby receivers. Hence, we can write, for all $\forall i \in L$ and $\forall t \in T$,

$$(\omega - \alpha_i + 1) y_{it} + \sum_{j \in C_i^+} y_{jt} \leq \omega.$$  (3)

Again, the above constraints ensure that the maximum number of active links interfering with the transmission on link $i$ does not exceed what node $t(i)$ can null, i.e., no more than $\alpha_i$ can be concurrently active at time slot $t$ when $i$ is active. If, however, $t(i)$ is not transmitting (i.e., $y_{it} = 0$), then the constraints are relaxed as expressed by the inequality via $\omega$.

**Interference Constraints under CiM:** Under CiM, for each pair $(i, j) \in C$, one of the following two conditions must hold: the transmitter of $i$ must null its signal at the receiver of $j$; or the receiver of $j$ must suppress the interference from the transmission on link $i$. Note that one (and only one) of the above two conditions needs to hold for a successful transmission on $i$ while still receiving an interference-free signal on $j$. To express this set of constraints, we need to introduce two new binary variables. For every $t \in T$ and for every $(i, j) \in C$, we define binary variables

$$\lambda_{ij} = \begin{cases} 1 & \text{if } i \text{ and } j \text{ are both active at } t \text{, and } t(i) \text{ nulls its signal at } r(j) \\ 0 & \text{otherwise} \end{cases}$$

and binary variables

$$\mu_{ij} = \begin{cases} 1 & \text{if } i \text{ and } j \text{ are both active at } t \text{, and } r(j) \text{ suppresses the interference from } t(i) \\ 0 & \text{otherwise} \end{cases}.$$  (4)

The interference constraints to SRP under CiM can then be expressed as follows. For all $(i, j) \in C$ and all $t \in T$,

$$\begin{cases} 1 + \sum_{j \in C_i^+} \lambda_{ij} \leq \alpha_i \\ 1 + \sum_{j \in C_i^+} \mu_{ij} \leq \beta_i \\ y_{it} + y_{jt} \leq \lambda_{ij} + \mu_{ij} + 1. \end{cases}$$  (5)

5.2 Spatial Multiplexing Only MIMO Protocol (SMP)

5.2.1 Radio Constraints

Recall that SMP exploits all DoFs to increase throughput by allowing transmitter-receiver pairs to communicate multiple stream signals over their links, i.e., each transmitter-receiver pair, $(t(i), r(i))$, can communicate more than one stream over link $i$. Let $z_i$ represent the number of streams that are active on link $i$ at time slot $t$. Because the maximum number of streams communicated on link $i$ must not exceed the effective transmit degrees of freedom of $t(i)$ nor the effective receive degrees of freedom of $r(i)$,

$$z_i \leq \alpha_i y_{it} + \beta_i y_{it}$$  (5)

must hold $\forall i \in L$ and $\forall t \in T$. Like in SRP, in SMP, a node can either transmit or receive at any given time slot, and can at most be active on one link. Hence, the constraints in Eq. (1) must also hold under SMP; i.e.,

$$\sum_{i \in L_m} y_{it} \leq 1, \quad \forall m \in N, \forall t \in T.$$  (6)
5.2.2 Interference Constraints

Recall that all DoFs in SMP are used for spatial multiplexing, i.e., none of them are exploited to increase spatial reuse. Therefore, NiM and CiM are equivalent under SMP, and so are the interference constraints. These constraints can be written as
\[ y^t + y^t_i \leq 1, \forall (i, j) \in C, \forall t \in T. \] (7)

5.3 Spatial Reuse & Multiplexing MIMO Protocol (SRMP)

We now describe and model the packet-level constraints under SRMP. Note that the radio constraint under SRMP is equivalent to those under SMP as described in Section 5.2.1. The interference constraints, however, are different from those under SRP or SMP.

**Interference Constraints under NiM:** Under NiM, receivers are responsible for suppressing signals from interfering transmitters, i.e., for all \( i \in L \) and all \( t \in T \),
\[ (\Omega - \beta_t(i)) y^t_i + \sum_{j \in C^+} \lambda_{ij}^t y^t_j \leq \Omega \] (8)
and transmitters are responsible for nulling their signals at all nearby receivers, i.e., for all \( i \in L \) and all \( t \in T \),
\[ (\Omega - \alpha_t(i)) y^t_i + \sum_{j \in C^+} \theta_{ij}^t y^t_j \leq \Omega \] (9)
where \( \Omega \) is an integer greater than the number of possible concurrent streams. Let \( \Omega = |L| \times \max_{i \in N} \gamma_i \).

**Interference Constraints under CiM:** For every \( (i, j) \in C \) and for every \( t \in T \), we introduce two integer variables, \( \theta_{ij}^t \) and \( \theta_{ji}^t \). \( \theta_{ij}^t \) represents the number of DoFs assigned by \( r(i) \) to null its signal at \( r(j) \), provided both \( i \) and \( j \) are active, i.e., \( r(i) \) can have up to \( \theta_{ij}^t \) interference-free streams. \( \theta_{ji}^t \) represents the number of DoFs assigned by \( r(j) \) to suppress interference coming from \( r(i) \), provided both \( i \) and \( j \) are active, i.e., \( \theta_{ji}^t \) streams can be sent by \( r(i) \) without causing interference at \( r(j) \). The constraints under CiM can then be written as follows. \( \forall (i, j) \in C \) and \( \forall t \in T \),
\[
\begin{align*}
\sum_{l \in C^+} z_{ij}^t + \sum_{l \in C^{-}} \theta_{ij}^t & \leq \alpha_t(i), \\
\sum_{l \in C^+} z_{ji}^t + \sum_{l \in C^{-}} \theta_{ji}^t & \leq \beta_t(j),
\end{align*}
\] (10)

5.4 Observations

There are two points worth mentioning regarding the above design constraints. First, they all constrain the feasibility of data transmissions on a packet-by-packet basis. That is, at every time slot, packet-level constraints can be met all over in order for packet transmissions to be successful during that time slot; these constraints can then be seen as conditions under which the instantaneous link rates are feasible. Second, they all are necessary conditions, but not sufficient for the feasibility of packet transmissions. That is, if, at a given time slot \( t \), some or all of these constraints are not met, then some or all of the packets transmitted at time \( t \) will be unsuccessful, whereas meeting all of these constraints does not guarantee successful transmissions of all packets.

6. MULTI-COMMODITY FLOW

6.1 LP Relaxations: Flow-Level Design

There are two subtle issues with the packet-level constraints described in Section 5. First, they are expressed in integer variables. Hence, the multi-commodity flow formulation described in Section 4.2 cannot be solved by the standard linear programming. Second, they are instantaneous, i.e., at every time slot, there is a set of constraints that must be met. This will increase the size of the optimization problem in terms of both the number of constraints and the number of variables.

We want to provide LP relaxations of these constraints to address the above two issues. As it will become clear shortly, the relaxed constraints can be seen as necessary conditions on the feasibility of average link rates. Note that, by definition, LP relaxations result in widening the feasibility space; that is, the solutions obtained under the average-rate (relaxed) constraints may be infeasible under the instantaneous-rate constraints. However, since we aim to characterize the maximum achievable throughput, these relaxations will only make the maximum less tight. Clearly, there is a tradeoff between the quality of solutions and the size/complexity of problems. To keep the problem simple while drawing useful conclusions, we choose to work with the relaxed constraints instead of the packet-level ones. Next we provide LP relaxations to the packet-level constraints described in the previous section.

Let’s consider a set of time slots \( S \subseteq T \) of cardinality \( q \), and for all \( i \in L \), define \( y_i = \frac{1}{q} \sum_{t \in S} y^t_i \). For every \( (i, j) \in C \), let \( \lambda_{ij} = \frac{1}{q} \sum_{t \in S} \lambda_{ij}^t \) and \( \mu_{ij} = \frac{1}{q} \sum_{t \in S} \mu_{ij}^t \). Note that \( y_i \) represents the fraction of time in \( S \) during which link \( i \) is active; \( \lambda_{ij} \) represents the fraction of time in \( S \) during which links \( i \) and \( j \) are both active and \( t(i) \) is nulling its signal at \( r(j) \); and \( \mu_{ij} \) represents the fraction of time in \( S \) during which links \( i \) and \( j \) are both active and \( r(j) \) is suppressing the interference caused by \( t(i) \)’s signal.

For every \( i \in L \), we also define the continuous variables \( z_i \) as \( \frac{1}{q} \sum_{t \in S} z_{ij}^t \), and for all \( (i, j) \in C \), let \( \theta_{ij} = \frac{1}{q} \sum_{t \in S} \theta_{ij}^t \) and \( \theta_{ji} = \frac{1}{q} \sum_{t \in S} \theta_{ji}^t \). Suppose that \( i \), \( j \in L \) are both active during \( S \). Here, \( z_i \) represents the average number of streams that are active on link \( i \) during \( S \); \( \theta_{ij} \) represents the average number of effective transmit degrees of freedom that \( t(i) \) allocates to null its signal at \( r(j) \); and \( \theta_{ji} \) represents the average number of effective receive degrees of freedom that \( r(j) \) allocates to suppress the interference coming from \( t(i) \). Recall that all these continuous variables are averages over the length of the time slot set \( S \). Hence, the longer \( S \) is, the more accurate these averages are. We assume that \( S \) is long enough for these variables to reflect accurate averages.

By using these continuous variables, one can provide LP relaxations to the packet-level constraints described in Section 5. For example, by summing both sides of Eq. (1) over \( S \) and interchanging summations between \( i \) and \( t \), one can obtain \( \sum_{t \in L} y_{it} \leq 1, \forall m \in N \). Likewise, one can obtain LP relaxations of all the packet-level (or instantaneous) constraints described in Section 5. For convenience, we summarize all the obtained LP relaxation constraints in Table 1 (under SRP), Table 2 (under SMP), and Table 3 (under SRMP).

<table>
<thead>
<tr>
<th>Table 1: LP relaxation constraints under SRP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SRP-Radix:</strong> ( \sum_{i \in C} y_{im} \leq 1, \forall m \in N )</td>
</tr>
<tr>
<td><strong>SRP-NM:</strong> ( \left( \omega - \beta_t(i) + 1 \right) y_i + \sum_{j \in C^+} \lambda_{ij}^t y_j \leq \omega, \right. \forall i \in L</td>
</tr>
<tr>
<td><strong>SRP-CM:</strong> ( \left( \omega - \alpha_t(i) + 1 \right) y_i + \sum_{j \in C^+} \mu_{ij}^t y_j \leq \omega, \left. \right} \forall i \in L</td>
</tr>
</tbody>
</table>

6.2 LP Formulation

Let’s consider a multi-hop wireless MIMO network routing instance that consists of a set \( Q \) of commodities, and let \( z_{ij}^q \) denote link \( i \)'s data rate that belongs to commodity \( q \). Note that the flow-
balance constraints,\
\[ \sum_{j \in L^+_{i(t)}} x^q_j = \begin{cases} f_q & \text{if } t(i) = s(q) \\ \sum_{j \in L^-_{i(t)}} x^q_j & \text{Otherwise.} \end{cases} \tag{11} \]

must be satisfied for all \( q \in Q \) and all \( i \in L \). By letting
\[ \frac{1}{c_i} \sum_{q \in Q} x^q_i = \begin{cases} y_i & \text{if under SRP} \\ z_i & \text{if under SMP or SRMP} \end{cases} \tag{12} \]

for all \( i \in L \), the multi-hop wireless MIMO network routing problem can be formulated as a standard LP whose objective is to maximize \( \sum_{i \in L} f_q \) subject to the flow-balance constraints given in Eqs. (11) and (12), and the radio and interference constraints given in Table 1 (under SRP), Table 2 (under SMP), or Table 3 (under SRMP).

7. THROUGHPUT CHARACTERIZATION AND ANALYSIS

Using extensive simulations, we characterize and analyze achievable throughput in multi-hop wireless MIMO networks under the three MIMO protocols (SRP, SMP, and SRMP), and for the two interference avoidance models (NiM and CiM). Simulations are run until the measured throughput converges to within 5% of real values at a 98% confidence level.

7.1 The Simulation Method and Scenarios

We generate random multi-hop wireless MIMO networks, each consisting of \( N \) nodes. The medium’s capacity, defined to be the maximum number of bits that a node with one antenna can transmit in one second, is set to unity (\( c_i = 1, \forall i \in L \)). All nodes are equipped with the same number of antennas. We assume that all effective degrees of freedom are equal to the number of antennas (\( \alpha_m = 2, \beta_m = 2, \forall m \in N \)). Nodes are uniformly distributed in a 100m \( \times \) 100m square where two nodes are considered neighbors if the distance between them does not exceed TxRange meters. For each random network, \( Q \) source-destination pairs are randomly generated to form \( Q \) end-to-end multi-hop commodity flows.

Each LP formulation (SRP/NiM, SRP/CiM, SMP/NiM, SMP/CiM, SRMP/NiM, and SRMP/CiM), defined in Section 6, is solved for each network to find the maximum achievable throughput.

We study the effects of the following network parameters:

1. **Transmission range** (\( \text{TxRange} \)): Recall that the higher the transmission range, the greater the interference, but also the higher the node degree. Typically, a higher interference results in less throughput, while a higher node degree yields more throughput. Here, we want to see if this trend holds even when nodes are equipped with MIMO links, and if so, to what extent it does. In this study, we fix \( N \) to 50 and \( Q \) to 25, and vary \( \text{TxRange} \) from 16m to 32m.

2. **Node density** (\( \text{NodeDensity} \)): Like the transmission range case, the higher the node density, the greater the node degree, and hence, the higher the throughput (provided other network parameters are kept the same). Unlike the transmission range case, increasing the node density while keeping the same number of commodities does not, however, raise interference levels. In this study, we want to see how sensitive throughput is to node density when MIMO sizes are varied. Here, we fix \( \text{TxRange} \) to 30 and \( Q \) to 10, and vary \( \text{NodeDensity} \) from 0.2% to 0.5% (by varying \( N \) from 20 to 50).

3. **Multi-hop length** (\( \text{HopLength} \)): So far, \( Q \) source-destination pairs are generated randomly, and hence, so are their hop lengths (avg. hop length varied between 2.74 for \( \text{TxRange} = 32 \) and 8.27 for \( \text{TxRange} = 16 \)). Here, we study the effect of hop length on the achievable throughput. In order to mask the effects of other network parameters, we consider a mesh network of \( N = 50 \) nodes where each node has exactly 4 neighbors. In all simulation runs, we set the number \( Q \) of commodity flows to 25. We consider 5 different hop lengths: 1, 3, 5, 7, and 9 hops. For each \( \text{HopLength} \), we generate and simulate random sets, each of \( Q \) flows whose lengths are all \( \text{HopLength} \) hops.

When analyzing the effects of the above parameters, we only show the results obtained under NiM; we omit those obtained under CiM as they provide similar results (the results and analysis comparing NiM with CiM are given in Section 7.7). The maximum achievable throughput, shown in graphs in this section, are all per-commodity flow by averaging the total achieved throughput over all the \( Q \) flows.

7.2 Throughput Characterization and Analysis under SRP

Fig. 3 shows the effect of transmission range (Figs. 3(a) and 3(d)), node density (Figs. 3(b) and 3(e)), and hop length (Figs. 3(c) and 3(f)) on the achievable throughput under SRP.

7.2.1 The asymptotic bound

Figs. 3(a), 3(b), and 3(c) show that regardless of transmission range, node density, and/or hop length, as the number of antennas increases, the maximum achievable throughput first rises and then flattens out asymptotically. This can be explained as follows. Recall that multiple antennas increase spatial reuse by allowing multiple simultaneous communication sessions in the same vicinity, i.e., nodes can, for example, use their antennas to suppress the undesired signals sent by nearby transmitters, allowing them to receive interference-free signals concurrently with nearby transmitted signals. Therefore, one may conclude that the more antennas a

<table>
<thead>
<tr>
<th>Table 2: LP relaxation constraints under SMP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SMP/Radio:</strong></td>
</tr>
<tr>
<td>( \sum_{y \in L^+} y \leq 1, \forall y \in N )</td>
</tr>
<tr>
<td>( z_i \leq q_i(y), q_i \leq \beta_i(y) )</td>
</tr>
<tr>
<td>( \forall i \in L )</td>
</tr>
<tr>
<td><strong>SMP/NiM and SMP/CiM:</strong></td>
</tr>
<tr>
<td>( y_i + y_j \leq 1, \forall (i,j) \in C )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3: LP relaxation constraints under SRMP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SRP/Radio:</strong></td>
</tr>
<tr>
<td>( \sum_{y \in L^+} y \leq 1, \forall y \in N )</td>
</tr>
<tr>
<td>( z_i \leq q_i(y), q_i \leq \beta_i(y) )</td>
</tr>
<tr>
<td>( \forall i \in L )</td>
</tr>
<tr>
<td><strong>SRP/NiM:</strong></td>
</tr>
<tr>
<td>( \Omega - \beta_i(y) \leq \sum_{j \in C^+ \cup L^+} z_j \leq \Omega, \forall i \in L )</td>
</tr>
<tr>
<td><strong>SRP/CiM:</strong></td>
</tr>
<tr>
<td>( \sum_{j \in L^+<em>{i(t)}} z_j + \sum</em>{j \in L^-_{i(t)}} z_j \leq \alpha_i(y), \forall (i,j) \in C )</td>
</tr>
<tr>
<td><strong>SRMP/Ratio:</strong></td>
</tr>
<tr>
<td>( \sum_{j \in L^+<em>{i(t)}} z_j + \sum</em>{j \in L^-_{i(t)}} z_j \leq \alpha_i(y), \forall (i,j) \in C )</td>
</tr>
<tr>
<td><strong>SRMP/CiM:</strong></td>
</tr>
<tr>
<td>( \sum_{j \in L^+<em>{i(t)}} z_j + \sum</em>{j \in L^-_{i(t)}} z_j \leq \alpha_i(y), \forall (i,j) \in C )</td>
</tr>
</tbody>
</table>
node has, the more nearby transmitters’ signals it can suppress, and hence, the higher throughput the network can achieve. Because, in a given network, each node (e.g., receiver) has a fixed number of interfering nodes (e.g., nearby transmitters), increasing the number of antennas beyond that fixed number of interfering nodes cannot increase the throughput any further since spatial reuse can no longer be increased even if more antennas are added. This is why we see an asymptotic bound on the achievable throughput under SRP.

7.2.2 Effect of transmission ranges—the interference-path diversity tradeoff

Fig. 3(a) shows that for small numbers of antennas, the higher the transmission range, the less the achievable throughput. Conversely, when there are a large number of antennas, the higher the transmission range, the greater the throughput. Also, Fig. 3(d) indicates that as the transmission range increases, the achievable throughput always decreases when each node is equipped with a single antenna. In contrast, the throughput first increases and then decreases when each node is equipped with multiple antennas—for each MIMO size, there exists a transmission range that maximizes the achievable throughput. Note that this optimal transmission range increases as the number of antennas increases. Recall that in networks with long transmission ranges, nodes are likely to have more neighbors. While this provides nodes with higher path diversity, it also provides them with more interference to combat. Hence, when transmission ranges are long, interference dominates if nodes are only equipped with single or small-sized antenna arrays which are not enough to combat the extra interference caused by the long ranges of transmission, thereby achieving less overall throughput. When the number of antennas is large enough, nodes can, however, take advantage of the increased number of paths to find better routes while effectively combating the interference by using their antennas. In this case, the throughput will be increased as more concurrent transmissions are enabled in the same vicinity. This explains why for a large number of antennas, the achievable throughput for long transmission ranges are greater than those for short transmission ranges.

7.2.3 Effect of node density—path diversity at no interference cost

An increase in node density typically yields path diversity as it raises the number of possible end-to-end paths. If the number Q of commodity flows is kept the same as in our case, such an increase in node density does not incur extra interference. When the number of antennas is small (1 or 2, see Fig. 3(b)), path diversity cannot be exploited to increase network throughput. This is because even when presented with more paths to route through, nodes do not have enough antennas to suppress interference at each of those neighboring nodes involved in their multi-path routes. This is why the throughput achievable under small antenna sizes does not depend on node density as shown in Fig. 3(b). When the number of antennas is large, the throughput achievable in dense networks is, however, greater than that in sparse networks due to the multi-path nature arising from higher node degrees; nodes can use their antennas to suppress interference at the nearby nodes involved in multi-path routes while still exploiting path diversity to increase throughput.

For each multiple antenna case, Fig. 3(e) shows that there exists a node density beyond which the achievable network throughput can no longer increase. In other words, for a given set of commodity flows, there is a certain node density threshold beyond which network throughput cannot be increased even if nodes are provided with more paths to route through.

7.2.4 Effect of hop length

Figs. 3(c) and 3(f) indicate that irrespective of the number of antennas, the larger the hop length of end-to-end flows, the less overall network throughput. This is because multi-hop flows with high multiplicity tend to create greater contention for, and hence more interference in, the wireless medium than those with small hop multiplicity. That is, the longer the multi-hop paths, the more flows a node is likely to forward traffic for, and hence, the more contention and interference nodes are likely to deal with.
7.3 Throughput Characterization and Analysis under SMP

Fig. 4 shows the effect of transmission range (4(a) and 4(d)), node density (4(b) and 4(e)), and hop length (Figs. 4(c) and 4(f)) on the maximum achievable throughput under SMP. These figures indicate that regardless of transmission range, node density, and/or hop length, the maximum achievable throughput increases almost linearly as a function of the number of antennas. Unlike SRP, under SMP, the number of signals’ streams is proportional to the number of antennas, and hence, is the overall network throughput, thus making a linear increase in network throughput.

Fig. 4(d) shows that the achievable throughput decreases as the transmission range increases, and this holds regardless of the size of the antenna array. This decline in throughput is due to the fact that the excess of interference resulting from the increase in the transmission range cannot be suppressed under SMP even when nodes are equipped with many antennas; under SMP, all antennas are exploited to increase data rates instead of combating interference. Fig. 4(e) shows that regardless of the number of antennas, the achievable throughput also decreases as the hop length increases. This is because the increase in flows’ number of hops introduces extra interference that SMP cannot suppress, either. Unlike the transmission range and hop length cases, throughput does not depend on node density, given a fixed size of antenna array. This is simply because an increase in node density does not incur extra interference.

7.4 Throughput Characterization and Analysis under SRMP

Fig. 5 shows the effect of transmission range (5(a) and 5(d)), node density (5(b) and 5(e)), and hop length (Figs. 5(c) and 5(f)) on the maximum achievable throughput under SRMP. First, note that the achievable throughput under SRMP increases almost linearly as a function of the number of antennas for all combinations of transmission range, node density, and hop length. Recall that SRMP combines both SRP and SMP in that it increases network throughput via spatial reuse and/or spatial multiplexing, whichever provides more overall throughput. As a result, when antennas can no longer be exploited to increase throughput via spatial reuse (i.e., when throughput gained via SRP flattens out), SRMP can still exploit the antennas to increase network throughput further by achieving higher data rates via spatial multiplexing.

7.5 Design Guidelines and Practical Uses

There is an important and useful trend, observed in Fig. 5(d): for each antenna array size, there exists an optimal transmission range that maximizes the achievable throughput under SRMP. For instance, when the number of antennas is 9, the optimal transmission range is about 22m. A similar trend with respect to node density can also be observed in Fig. 5(d). Note that for every size of antenna array, there is a certain node density threshold beyond which throughput can no longer be increased. For instance, when the number of antennas equals 9, this threshold is about 0.4%.

Therefore, this study can provide guidelines for network designers to determine optimal parameters for wireless MIMO networks; it can be used to determine optimal transmission ranges and node densities of wireless MIMO-equipped networks. MIMO-equipped mesh networks are an example where this study can be very useful. For instance, knowing the size of antenna arrays of mesh nodes, a network designer can use this study to determine the optimal mesh node density (i.e., optimal number of mesh nodes) and the optimal transmission range (i.e., optimal transmission power) that maximizes the total network throughput.

7.6 Spatial Reuse vs. Spatial Multiplexing

We now compare the performances of SRP and SMP against each other (SRMP always outperforms the other two). Figs. 6, 7, and 8 show throughput achievable under all MIMO protocols for different values of transmission ranges, node densities, and hop lengths. First, as expected, when nodes are equipped with single antennas, the achievable throughput is identical under all protocols, regardless of transmission ranges, node densities, and/or hop lengths.

Second, when transmission ranges are short (Fig. 6(a)) or node densities are low (Fig. 7(a)), SMP achieves higher network throughput than that achievable under SRP. However, when transmission ranges or node densities are high, the exact opposite trend is observed. In fact, as the transmission range and/or the node density increase, the throughput achievable under SRP increases, whereas that achievable under SMP decreases. That is, in networks with high node densities or transmission ranges, most of the antennas are exploited to increase throughput via spatial reuse instead of spatial multiplexing. It can then be concluded that the antennas are first exploited to increase spatial reuse by suppressing as much interference as possible, and then the remaining antennas, if any left, are exploited to increase data rates via spatial multiplexing.

Hop lengths, on the other hand, do not affect the performances of SRP and SMP vis-à-vis each other. Fig. 8 shows that the throughput achievable under SMP is higher than that achievable under SRP and remains so despite the hop length. Note, however, that as the hop length increases, the throughput achievable under SMP degrades more significantly than that achievable under SRP. This is because greater hop lengths (i.e., longer routes) typically yield more interference, which limits the throughput obtainable under SMP.

7.7 Non-Cooperative vs. Cooperative Interference Avoidance

Fig. 9 shows the maximum achievable throughput under NiM and CiM. (Note that because NiM and CiM are equivalent under SMP, we only show the results under SRP and SRMP.) As expected, the throughput achievable under the cooperative interference avoidance model is greater than that achievable under the non-cooperative model. When nodes cooperate, redundant interference suppression can be avoided. For example, if a transmitter interferes with a nearby undesired receiver, then both the transmitter and the receiver may each end up using one of its antennas to avoid interference when they do not cooperate. When both the transmitter and the receiver cooperate as under CiM, one of them can use one of its antennas to avoid the interference while the other node can use its antenna to avoid interference with another interfering node, thereby increasing the spatial reuse. Another point worth noting is that as the number of antennas increases, the maximum achievable throughput under both NiM and CiM converge to the same value. As explained earlier, this is because increasing the number of a node’s antennas above the number of its interfering nodes can no longer increase the spatial reuse regardless of the interference model. Because network parameters such as transmission range and node density do not affect the obtained comparative results, we only showed one combination.

8. SUMMARY & CONCLUSIONS

This paper models the interference and radio constraints of multi-hop wireless MIMO networks under the three proposed MIMO protocols, SRP, SMP, and SRMP, and the two proposed interference avoidance models, NiM and CiM. An optimal design problem is
Figure 4: Maximum achievable throughput under SMP.

Figure 5: Maximum achievable throughput under SRMP.

Figure 6: Effect of transmission ranges on the maximum achievable throughput under all MIMO protocols for \( N = 50 \) and \( Q = 25 \).
formulated as a standard LP whose objective is to maximize the network throughput subject to these constraints. By solving multiple instances of the formulated problem, we were able to characterize and analyze the maximum achievable throughput in multi-hop wireless MIMO networks. We study the effects of several network parameters on the maximum achievable throughput. We also illustrate how these results can be used by network designers to determine the optimal parameters of multi-hop wireless MIMO networks.
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