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Abstract—In this paper, we derive and evaluate private objective functions for large-scale, distributed opportunistic spectrum access (OSA) systems. By means of any learning algorithms, these derived objective functions enable OSA users to assess, locate, and exploit unused spectrum opportunities effectively by maximizing the users’ average received rewards. We consider the elastic traffic model, suitable for elastic applications such as file transfer and web browsing, and in which an SU’s received reward increases proportionally to the amount of received service when the amount is higher than a certain threshold. But when this amount is below the threshold, the reward decreases exponentially with the amount of received service. In this model, SUs are assumed to be treated fairly in that the SUs using the same band will robustly receive an equal share of the total amount of service offered by the band. We show that the proposed objective functions are: near-optimal, as they achieve high performances in terms of average received rewards; highly scalable, as they perform well for small- as well as large-scale systems; highly learnable, as they reach up near-optimal values very quickly; and distributive, as they require information sharing only among OSA users belonging to the same band.

Index Terms—Objective function design; scalable and distributed opportunistic spectrum access; dynamic bandwidth sharing; cognitive radio networks; coordinated learning.

I. INTRODUCTION

FCC foresees opportunistic spectrum access (OSA) as a potential solution to the spectrum shortage problem [1]. Essentially, OSA improves spectrum efficiency by allowing unlicensed or secondary users (SUs) to exploit unused licensed spectrum, but in a manner that limits interference to licensed or primary users (PUs). During the past few years, due to its apparent promises, OSA has created significant research efforts, resulting in numerous works ranging from protocol design [2–8] to performance optimization [9–13], and from market-oriented access strategies [14–18] to new management and architecture paradigms [19–25]. More recently, research efforts have also been given to the development of optimal channel selection techniques that rely on spectrum availability prediction models to adapt themselves to the environment so as to promote effective OSA [26–35]. Unnikrishnan et al. [26] propose a cooperative, channel selection policy for OSA systems under interference constraints, where the PUs’ activities are assumed to be stationary Markovian whose statistics are assumed to be known to all SUs. A centralized approach is considered, where all cooperating secondary users report their observations to a decision center, which makes decision regarding when and which channels to sense and access at each time slot. In [27], the authors develop a prediction model to capture the dynamics of the OSA environment under periodic channel sensing, where a simple two-state Markovian model is assumed for PUs’ activities on each channel. Zhao et al. derive an optimal access policy for this model that can be used to maximize channel utilization while limiting interference to PUs. In [29], the authors model PUs’ activities as a discrete-time Markov chains, and develop channel decision policies for two SUs in a two-channel OSA system. Liu et al. [30] assume that SUs cannot exchange information among themselves, and consider an OSA system with multiple, non-cooperative SUs. The occupancy of primary channels is modeled as an i.i.d. Bernoulli process, and OSA is formulated as a multi-armed bandit problem where agents are not cooperative with each others. Gai et al. [35] formulate the cognitive radio access problem as a combinatorial multi-armed bandit, in which each arm corresponds to a matching of the users to channels. In this work, the throughput achievable from accessing the available spectrum on each user-channel combination over a decision period is modeled as an arbitrarily-distributed random variable with bounded support but unknown mean. Chen et al. [32, 34] investigate cross-layer approaches for accessing OSA systems that integrate physical-layer’s with MAC-layer’s sensing and access policy. They establish a separation principle, meaning that physical-layer’s sensing and MAC-layer’s access policy can be decoupled from MAC-layer’s sensing without losing optimality. This framework assumes that spectrum occupancy of PUs also follows a discrete-time ON/OFF Markov process.

In most of these works, the models developed for deriving optimal channel selection policies assume that PUs’ activities follow the Markovian process model. Although analytically tractable, Markovian process may not accurately model the PUs’ behaviors. The challenge is that the OSA environment has very unique characteristics that make it too difficult to construct models that can capture its dynamics without making assumptions about the environment itself. Such assumptions are often unrealistic, leading to inaccurate prediction of the environment’s behaviors.

As a result, there have also been some efforts on developing learning-based techniques that do not require such models, yet can still perform well by learning directly from interaction with the environment [28–31, 36–38]. Instead of using models, these techniques rely on learning algorithms (e.g., reinforcement learners [39, 40] and evolving neuro-controllers [41, 42]) to learn from past and present interaction experience to decide what to do best in the future. For example, Anandkumar et al. [36, 37] propose a distributed learning technique for channel
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access in cognitive radio network with multiple SUs, where channel statistics are not known to SUs but estimated via sensing decisions. They propose policies that minimize regret in distributed learning and access, and show that the total regret is logarithmic in the number of slots when assuming that the number of SUs is known to the policy, and grows slightly faster than logarithmic also in the number of slots when assuming that the number of SUs is fixed but unknown. In essence, learning algorithms allow SUs to learn by interacting with the environment, and use their acquired knowledge to select the proper actions that maximize their own (often selfish) objective functions, thereby “hopefully” maximizing their long-term cumulative received rewards.

The key challenge that we address in this work is that when SUs’ objective functions are not carefully coordinated, learning algorithms can lead to poor performances in terms of SUs’ long-term received rewards. In other words, when SUs aim at maximizing their intrinsic (not carefully designed) objective functions, their collective behavior often leads to worsening each other’s long-term cumulative rewards, a phenomenon known as the “tragedy of the commons” [43]. It is, therefore, imperative that objective functions be designed carefully so that when SUs maximize them, their collective behavior does not result in worsening each other’s performance.

With this in mind, in this work, we derive efficient objective functions for SUs that are aligned with system objective in that when SUs aim to maximize them, their collective behaviors also lead to good system-level performance, thereby resulting in increasing each SU’s long-term received rewards. We consider the elastic traffic model, in which an SU’s received reward increases proportionally to the service it receives from using the spectrum band when the amount of received service is higher than a certain (typically low) threshold, \( R \). But when the amount of received service is below the threshold \( R \), the reward decreases rapidly with the amount of received service; i.e., the QoS satisfaction goes almost immediately to zero when the amount of received service is below \( R \). This service model is suitable for elastic applications, such as file transfer and web browsing, where the higher the amount of received service, the better the quality perceived by these applications. But when the amount of received service is below a certain low threshold (i.e., \( R \)), the quality of these applications becomes unacceptable. In this model, we also assume that SUs are treated fairly in that the SUs using the same band will receive roughly an equal share of the total amount of service offered by the band.

To sum up, we propose in this work objective functions for supporting elastic traffic in OSA systems that are: (i) near-optimal, in that they allow SUs to achieve rewards close to the maximal achievable rewards, (ii) scalable, in that they perform well in systems with a small as well as a large number of users, (iii) learnable, in that they allow SUs to reach up high rewards very quickly, and (iv) distributive, in that they are implementable in a decentralized manner by relying on local information only. We want to emphasize that the focus of this paper is not on learning, but rather on the design of coordination techniques that can be used by any learning algorithms.

The rest of the paper is organized as follows. Section II presents the system model. Section III states the motivation and the objective of this work. In Section IV, we propose the objective functions. In Section V, we derive upper bounds on the maximal achievable rewards. In Section VI, we evaluate the proposed functions. In Section VII, we discuss the implementation incentives of the proposed techniques. Finally, we conclude the paper in Section IX.

II. System Model

We assume that spectrum is divided into \( m \) non-overlapping bands, and that each band is associated with many PUs. We consider a distributed system where PUs can arrive and leave independently at different times. Throughout this paper, we refer to any group of two or more SUs who want to communicate together as an OSA agent, or simply an agent. In order to communicate with each other, all SUs in the group must be tuned to the same band.

A. Learning Algorithm

We assume that each agent implements a learning algorithm (e.g., a reinforcement learner [39, 40]) to help it find spectrum opportunities. That is, every once in a while (e.g., after every time interval or time episode), each agent relies on its learner to select the “best” available spectrum band, which it will then use until the end of the episode. Each agent does so independently from all other agents, and as long as it needs to access the OSA system. At each episode, each agent receives a service that is passed to it from the environment/system. One possible service metric is the amount of throughput that the visited spectrum band offers the agent. Another possible metric is the reliability of the communication carried on the spectrum band, which can be measured through, for example, SNR (signal to noise ratio), PSR (packet success rate), etc. What service metric to use and how to quantify it are beyond the scope of this work.

Here, we assume that once the agent switches to a particular band, the received service level can immediately be quantified by monitoring the metric in question. Hereafter, we then assume that each band \( j \) is characterized by a value \( V_j \) that represents the maximum/total service level that the band can offer.

B. Network Topology

We model the network composed of all agents as a graph, where each vertex/node corresponds to an agent, and each edge between two agents indicates that these two agents interfere with one another. Two agents interfering with one another must share the spectrum band if both are tuned to it; i.e., an edge between two nodes implies that these two agents contend with each other over each spectrum resource. When there is no edge between two nodes, it means that the corresponding agents do not interfere/contend with one another. Throughout this work, network topologies in which each and every agent contends with all other agents are referred to as fully connected topologies. Topologies that are not fully connected (i.e., general topologies) are referred to as partially connected topologies.
C. Reward Function

In this paper, we consider the elastic traffic model, which is suitable for elastic applications such as file transfer and web browsing. When considering the elastic traffic, the agent’s received reward (i.e., satisfaction) increases proportionally to the amount of service it receives from using the spectrum band. That is, the higher the amount of service, the greater the reward. But when the received QoS level drops below a certain (typically low) threshold \( R \), the agent’s reward can become unacceptable quite quickly. In other words, the reward can decrease exponentially with the received QoS level when the received QoS level is below \( R \). The idea here is that even though elastic applications are for e.g. delay tolerant, when the delay becomes significant, the experienced quality can degrade substantially (the reward/satisfaction goes almost immediately to zero). Formally, the reward \( r_i(s_i(t)) \) (also often referred to simply as \( r_i(t) \) for simplicity of notation) contributed by band \( j \) to agent \( i \) at episode \( t \) can be written as:

\[
r_i(t) = \begin{cases} 
  V_j / (|s_i(t)| + 1) & \text{if } |s_i(t)| + 1 \leq V_j / R \\
  (1 - \beta) (|s_i(t)| + 1 - V_j / R) & \text{otherwise}
\end{cases}
\]

(1)

where \( s_i(t) \) denotes the set of agents that interfere with agent \( i \) and choose band \( j \) at episode \( t \) (note: agent \( i \) does not belong to the set \( s_i(t) \)), \(|.|\) denotes the cardinality of a set, and \( \beta \) is a reward decaying factor. The parameter \( \beta \) is a design parameter that can be used to tune and adjust the reward model; i.e., \( \beta \) determines how fast the reward decays once the received service drops below the threshold \( R \). The greater the \( \beta \), the faster the reward decay. In Fig. 1, we show for the sake of illustration the agent reward \( r_i(t) \) as a function of the number of agents \(|s_i(t)| + 1\) (including agent \( i \)) when \( \beta = 50 \) and \( V_j / R = 4 \).

Note that here each agent assumes that the total amount of service \( V_j \) offered by any band \( j \) is split equally among all the \(|s_i(t)| + 1\) interfering agents that use band \( j \) at time \( t \). The intuition here is that all agents (i.e. users), by nature, will try to receive as much service as possible once they tune into a spectrum band. This enables each of them to receive roughly the same amount of service, assuming that agents use identical access techniques. For example, when multiple users use a CSMA scheme to share and access a communication medium, they all, on average, roughly receive the same access time share. That is said, we also believe that other scenarios where different agents can receive different amounts of service may exist. However, given that the main contribution of this work lies in the proposed private objective function design (to be presented in later sections), an equally split reward model is used here for simplicity, although variable reward models can also be used by these functions.

From the system’s perspective, the system or global reward can be regarded as the sum of all agents’ received rewards. Formally, at any episode \( t \), the global reward \( G(t) \) is

\[
G(t) = \sum_{i=1}^{n} r_i(s_i(t))
\]

(2)

where \( n \) is the number of all agents in the system. The per-agent average reward \( \bar{r}(t) \) at episode \( t \) is then

\[
\bar{r}(t) = \frac{\sum_{i=1}^{n} r_i(s_i(t))}{n} = \frac{G(t)}{n}
\]

(3)

III. MOTIVATION AND OBJECTIVE

The goal of this work is to design efficient objective functions for OSA agents, so that when agents aim to maximize them, their collective behaviors lead to good system-level performance, thereby resulting in increasing each agent’s long-term received rewards. Hereafter, we let \( g_i \) denote agent \( i \)’s objective function that we will design in this paper.

First, we want to iterate and emphasize that the focus of this work is not on learning, but rather on the design of private objective functions that can be used by any learner. However, in order for us to evaluate the performance of our proposed functions, we had to choose and implement a learning technique. For this, we chose to use the \( \epsilon \)-greedy Q-learner [39] (with a discount rate of 0 and an \( \epsilon \) value of 0.05). We chose Q-learning because it is broadly used, can be understood and implemented easily, and fit well with forming the mapping from state-action pairs to the “value” of that state; i.e., it serves well the purpose of evaluating our developed techniques without needing to delve into the complicated mechanics of the learning technique itself.

Therefore, we assume that each agent implements and uses the Q-learner [39]; that is, at each episode \( t \), each agent \( i \) aims at maximizing its own private objective function \( q_i(t) \) by means of its own \( \epsilon \)-greedy Q-learner. At the end of every episode, each agent selects and takes the action with the highest entry value with probability \( 1 - \epsilon \), and selects and takes a random action among all possible actions with probability \( \epsilon \). After taking an action, the agent then computes the reward that it receives as a result of taking such an action (i.e., as a result of using the selected band), and uses it to update its Q-table. A table entry \( Q(a) \) corresponding to action \( a \) is updated via \( Q(a) \leftarrow Q(a) + \alpha u \), where \( \alpha \) (here, the value of \( \alpha \) is set to 0.5) is the learning rate, and \( u \) is the received reward from taking action \( a \). All the results presented in this paper are based on this Q-learner. Readers are referred to [39] for more details on the Q-learning technique.
A. Motivation

The key question that arises naturally is which objective function $g_i$ should each OSA agent $i$ aim to maximize so that its received reward is maximized? There are two intuitive choices that one can think of. One possible objective function choice is for each agent $i$ using band $j$ to selfishly go after the intrinsic reward $r_i$ contributed by the band $j$ as defined in Eq. (1); i.e., $g_i = r_i$ for each agent $i$ using band $j$. A second also intuitive choice is for each agent to maximize the global (i.e., total) rewards received by all agents; i.e., $g_i = G$ for each agent $i$ as defined in Eq. (2). For illustration purposes, we plot in Fig. 2 the per-agent average received reward $\bar{r}(t)$ (measured and calculated via Eq. (3)) under each of these two private objective function choices. In this illustrative experiment, we consider a simple OSA system with a total number of 500 agents and a total number of $m = 10$ bands. There are two important observations that we want to make regarding the performance behaviors of these two objective functions, and that constitute the main motivation of this work. First, note that when agents aim to maximize their own intrinsic rewards (i.e., $g_i = r_i$ for each agent $i$ using band $j$), the per-agent average received reward presents an oscillating behavior: it ramps up quickly at first but then drops down rapidly too, and then starts to ramp up quickly and drop down rapidly again, and so on, which is explained as follows. With the intrinsic objective function, an agent’s reward, by design, is sensitive to its own actions, which enables it to quickly determine the proper actions to select by limiting the impact of other agents’ actions, thus learning about good spectrum opportunities fast enough. However, agents’ intrinsic objectives are likely not to be aligned with one another, which explains the sudden drop in their received reward right after learning about good opportunities; i.e., right after their received reward becomes high.

The second observation is regarding the second objective function choice, $G$. Observe that, unlike the intrinsic function, when each agent $i$ sets its objective function $g_i$ to the global reward function $G$, this results in a steadier performance behavior where the per-agent average received reward increases continuously, but slowly. With this function choice, agents’ rewards are aligned with one another by accounting for each other’s actions, and thus are less (or not likely to be) sensitive to the actions of any particular agents. The alignedness feature of this function is the reason behind the observed monotonic increase in the average received reward. However, the increase in the received reward is relatively slow due to the function’s insensitivity to one’s actions, leading then to slow learning rates.

Therefore, it is imperative that private objective functions be designed with two (usually conflicting) requirements in mind: (i) alignedness; when agents maximize their own private objectives, they should not end up working against one another; instead, their collective behaviors should result in increasing each agent’s long-term received rewards, and (ii) sensitivity; objective functions should be sensitive to agents’ own actions so that proper action selections allow agents to learn about good opportunities fast enough.

B. Objective

Our aim in this work is to design efficient private objective functions for large-scale, distributed OSA systems. More specifically, we aim to devise private objective functions with the following design requirements and objectives. First, they should be optimal in that they should enable agents to achieve high rewards. Second, they should be scalable in that they should perform well in OSA systems with a small as well as a large number of agents. Third, they should be learnable in that they should enable OSA agents to find and locate spectrum opportunities quickly. Fourth, they should be distributive in that they should be implementable in a decentralized manner. The objective functions that we derive in this work meet all of these design requirements.

IV. Objective Function Design

We first begin by summarizing the concepts of factoredness and learnability, both of which are essential for capturing as well as ensuring the two required design properties: alignedness and sensitivity. Then, we derive and present efficient objective functions that meet the above design requirements by striking a good balance between alignedness and sensitivity.

A. Factoredness and Learnability

First, let $g_i$ denote the private objective function that OSA agent $i$ aims to maximize, which we want to derive in this work. Now, let $z(t)$ characterize the joint move of all OSA agents in the system at time $t$. Here, the global (total) reward, $G$, is a function of $z(t)$, which specifies the full system state; hence, $G(t)$ can precisely be written as $G(z(t))$. The system state $z(t)$ basically captures the agent-channel assignment information, which also depends on the actions taken by the agents. Hereafter, we use the notation $-i$ to specify all agents other than agent $i$, and $z_i(t)$ and $z_{-i}(t)$ to specify the parts of the system state controlled respectively by agent $i$ and agents $-i$ at time $t$. $z(t)$ can then be written as $z(t) = (z_i(t), z_{-i}(t))$. For simplicity of notation, we often omit throughout the paper the dependency of these states on time $t$.

For the joint actions of multiple OSA agents to lead to good overall average reward, two requirements must be met. First,
we must ensure that an OSA agent aiming to maximize its own private objective function also leads to maximizing the global (total achievable) rewards, so that its long-term average received rewards are indeed maximized. This means that the agents’ private objective functions \( g_i(z) \) for agent \( i \) need to be “aligned” or “factored” with the global reward function \( G(z) \) for a given system state \( z \). Formally, for systems with discrete states, the degree of factoredness of a given private objective function \( g_i \) is defined as [44]:

\[
F_{g_i} = \frac{\sum_{z'} \sum_{z} h[(g_i(z) - g_i(z')) (G(z) - G(z'))]}{\sum_{z'} \sum_{z} 1}
\]

for all \( z' \) such that \( z_{-i} = z'_{-i} \), where \( h[x] \) is the unit step function, equal to 1 if \( x > 0 \), and zero otherwise. Intuitively, the higher the degree of factoredness of an agent’s private objective function \( g_i \), the more likely it is that a change of state will have the same impact on both the agent’s (local) and the system (global) received rewards. A system is fully factored when \( F_{g_i} = 1 \).

Second, we must ensure that each OSA agent can discern the impact of its own actions on its private objective function, so that a proper action selection allows the agent to quickly learn about good spectrum opportunities. This means that the agent’s private objective function should be more sensitive to its own actions than the actions of other agents. Formally, the level of sensitivity or learnability of a private function \( g_i \), for agent \( i \) at \( z \), can be quantified as [44]:

\[
L_{i,g_i}(z) = \frac{E_z[|g_i(z) - g_i(z_{-i} + z_i)|]}{E_z'[|g_i(z) - g_i(z'_{-i} + z_i)|]}
\]

where \( E[\cdot] \) is the expectation operator, and in this definition, \( |\cdot| \) denotes the absolute value operator, \( z_i \)'s are parts of the system states, controlled only by agent \( i \), that are resulting from agent \( i \)'s alternative actions at \( z \), and \( z'_{-i} \)'s are parts of the system states, controlled by agent \( -i \), that are resulting from agent \( -i \)'s alternative joint actions. So, at a given state \( z \), the higher the learnability, the more \( g_i(z) \) depends on the move of agent \( i \). Intuitively, higher learnability means that it is easier for an agent to achieve higher rewards.

Unfortunately, these two requirements are often in conflict with one another [44]. Therefore, the challenge in designing objective functions for large-scale OSA systems is to find the best tradeoff between factoredness and learnability. Doing so will ensure that agents can learn to maximize their own objectives while doing so will also lead to good overall system performance; i.e., their collective behaviors will not result in worsening each other’s received rewards.

B. Efficient Objective Functions

The selection of an agent’s private objective function that provides the best performance hinges on balancing the degree of factoredness and the level of learnability. In general and as discussed in the previous section, a highly factored private objective function will experience low learnability, and a highly learnable function will have low factoredness [44].

To provide some intuition on our proposed function design, we will again revisit the behaviors of the global reward function, illustrated earlier in Section III-A. Recall that when agents set the global reward \( G \) as their objective functions (i.e., \( g_i = G \) for each agent \( i \)), their collective behaviors did indeed result in increasing the total system achievable rewards (i.e., did result in a fully factored system), because agents’ private objectives are aligned with system objective. The issue, however, is that because \( G \) depends on all the components of the system (i.e., all agents), it is too difficult for agents (using \( G \) as their objective functions) to discern the effects of their own actions on their objectives, resulting then in low learnability rates.

The key observation leading to the design of our functions is that by removing the effects of all agents other than agent \( i \) from the function \( G \), the resulting agent \( i \)'s private objective function will have higher learnability than \( G \), yet without compromising its alignedness quality. Formally, these functions can be written as

\[
D_i(z) = G(z) - G(z_{-i})
\]

where \( z_{-i} \) again represents the parts of the state on which agent \( i \) has no effect. These difference functions have been shown to lead to good system performance in other domains, such as multi-robot control [45] and air traffic flow regulation [46].

First, note that these proposed functions \( D_i \) for agent \( i \) are fully factored, because the second term of Eq. (6) does not depend on agent \( i \)'s actions. On the other hand, they also have higher learnability than \( G \), because subtracting this second term from \( G \) removes most of other agents’ effects from agent \( i \)'s objective function. Intuitively, since the second term evaluates the value of the system without agent \( i \), subtracting it from \( G \) provides an objective function (i.e., \( D_i \)) that essentially measures agent \( i \)'s contribution to the total system received rewards, making it more learnable without compromising its factoredness quality.

By substituting Eq. (2) into Eq. (6), where the implicit dependence on the full state \( z(t) \) is replaced for clarity and simplicity with the time \( t \), the objective function \( D_i \) for agent \( i \) selecting band \( j \) at time \( t \) can then be written as:

\[
D_i(t) = \sum_{k=1}^{n} r_k(s_k(t)) - \left( \sum_{k=1, k \neq i}^{n} r_k(s_k(t) - \{i\}) \right)
\]

\[
= \sum_{k:i \in s_k(t)} r_k(s_k(t)) - \left( \sum_{k:i \in s_k(t)} r_k(s_k(t) - \{i\}) \right) + r_i(s_i(t))
\]

C. Function Computation Method: A Discussion

Before delving into the study of the effectiveness of the proposed objective functions in terms of their ability to achieve high long-term rewards, their ability to scale well with the number of agents, and their ability to quickly learn about good spectrum opportunities, we want to discuss and shed some light on their practical/implementation aspects (even though the implementation methods are beyond the scope of this work, and are in themselves a different interesting problem).

Note that, by taking away agent \( i \) from the second term of the function \( D_i \), the terms corresponding to all spectrum bands \( k \), except the band that agent \( i \) is using, cancel out.
This is important because it makes the proposed function $D_i$ easier and simpler to compute than the global function. More specifically, this makes the proposed function implementable in a decentralized manner; agents can implement the function by relying on local information that can be observed by the agent itself (in the case of fully-connected topologies), or gathered and shared among the agents that belong to the same band only (in the case of partially-connected topologies). For e.g. when considering fully-connected networks, Eq. (7) can be written as

$$D_i(t) = (|s_i(t)| + 1)r_i(s_i(t)) - |s_i(t)|r_i(s_i(t) - \{i\})$$  

and as a consequence, $D_i(t)$ becomes dependent only on $s_i(t)$, the set of agents that happen to also be contending for the spectrum band $j$ with agent $i$ at time $t$. In fact and more precisely, the function $D_i(t)$ depends on $|s_i(t)|$, the number of agents that happen to be contending with agent $i$ (because the function $r_i(t)$ given in Eq. (1) depends on $|s_i(t)|$), and not on the set $s_i(t)$. For the sake of illustration, one can think of $s_i(t)$ as $z(t)$, and of $(s_i(t) - \{i\})$ as $z_i(t)$. Now in order to compute (or precisely estimate) $D_i$, one needs to estimate $|s_i(t)|$ given the information that agent $i$ observes locally.

Now recall that an agent $i$ using band $j$ can quantify (by relying on local information only) the amount of service/reward it receives once it uses the OSA system, which can for e.g. be measured in terms of the amount of throughput the agent receives. For illustration purposes, let this received throughput be $a_i(t)$. Now assuming that the total amount of throughput/service $V_j$ each bands offers is known, and all agents sharing the same band will roughly receive the same amount of throughput, the number of agents, $|s_i(t)| + 1$, using band $j$ at time $t$ can be estimated to $V_j/a_i(t)$, which is all what is needed for agent $i$ to be able to estimate/compute its function $D_i$ via Eq. (8).

Partially-connected topologies are more challenging, and we are currently in the process of developing distributed methods to compute the proposed functions in such topologies.

V. OPTIMAL ACHIEVABLE REWARDS

In this section, we want to derive the optimal achievable rewards. We first show, through a reduction from a known graph coloring problem, that finding the optimal achievable rewards for general network topologies is an NP-hard problem. We then derive the optimal achievable rewards for fully connected network topologies, which will serve as the basis for our performance comparison, to be shown later in Section VI.

A. The Problem of Finding Optimal/Maximum Achievable Rewards is NP-Hard

We now claim and prove that the problem of finding the optimal/maximum achievable rewards in our studied system is NP-hard for general network topologies.

Proposition 5.1: The problem of finding the optimal achievable system rewards (maxsys) is NP-hard.

Proof: First, we do a reduction from graph coloring as a decision problem (GC); i.e., whether a graph is colorable with $k$ colors. GC is a known NP-complete problem. The input to GC($G,k$) is a graph $G$ and an integer $k$, and the output is 'YES' if the input graph $G$ is colorable with $k$ colors, and 'NO' otherwise.

Let us refer to the problem of finding the maximum/optimal achievable system rewards as maxsys. We assume that we have a maxsys solver (a black box), and try to solve GC using this black box. We need to formulate the GC problem to fit into maxsys, but before doing so, we need to define the input and output of the black box accurately. The input of maxsys($G, m, c$) consists of a graph $G$ (i.e., the network topology), an integer $m$ (i.e., the number of bands/channels), and an integer $c$ (i.e., the channel capacity). The output of maxsys is the value of the maximum achievable system rewards. Now that these parameters are defined, we can explain the reduction. We show that GC($G, k$) returns 'YES' iff maxsys($G, k, 1$) returns $nR$ which is the product of the number of nodes in the graph $G$ and the threshold $R$. Note that the channel capacity is set to one in maxsys, since no adjacent nodes can have the same color in GC. We show the proof for both necessary and sufficient conditions as follows:

- GC($G, k$) returns 'YES' if maxsys($G, k, 1$) returns $nR$: Suppose that maxsys($G, k, 1$) returns $nR$, meaning that the system reward is $nR$. From Eq. (2), we know that the system reward is the sum of $n$ terms, where each term corresponds to the reward value of an agent. Since the channel capacity is set to $1$, in order to get a system reward of value $nR$, each term must be $R$; i.e., each agent must receive $R$. This means that in our maxsys problem, each agent is assigned to a channel that has at most $c - 1 = 0$ adjacent agents that share the same channel with it; i.e., there are no adjacent agents (nodes) in the same channel. Bringing this to a graph coloring problem, it follows that no two adjacent nodes have the same color. Hence, GC’s output is 'YES'.

- maxsys($G, k, 1$) returns $nR$ if GC($G, k$) returns 'YES': This direction is easier than the first one. Assume that GC returns 'YES', meaning that the graph $G$ is $k$-colorable. Hence, no two adjacent nodes have the same color. This means that no two adjacent agents are assigned to the same channel, and regardless of channel capacity, all agents receive the highest reward since there is no sharing. It follows that the value of service level for each agent is $R$, and hence, the system reward is $nR$. Thus, the output of maxsys is $nR$.

Up to now, we have proven that maxsys is at least as hard as GC. So, maxsys is as hard as all NP-Complete problems. Since maxsys is not a decision problem, it cannot be a NP-complete problem. As a result, maxsys is NP-hard.

B. Special Case: Optimal Achievable Rewards in Fully Connected Network Topologies

In this section, we derive a theoretical upper bound on the maximum/optimal achievable rewards for a special case where the network topology is a fully connected graph. This upper bound will serve as a means of assessing how well the developed objection functions perform when compared not only with intrinsic ($g_i = r_i$ for each agent $i$) and global ($g_i=G$ for
each agent $i$) functions, but also with the optimal achievable performances.

Without loss of generality and for simplicity, let us assume that $V_j = V$ for $j = 1, 2, \cdots, m$. Let $n$ denote the total number of agents in the system at any time. First, note that when $n \leq mV$, the maximum global achievable reward is simply equal to $mV$ (assume $n \geq m$), which corresponds to having each band contain no more than $\frac{V}{m}$ agents. Therefore, in what follows, we assume that $n > mV$, and let $c = \frac{V}{m}$, which denotes the capacity (in terms of number of supported OSA agents) of each spectrum band. Now, we start by proving the following lemma, which will later be used for proving our main result.

**Lemma 5.2:** When the number of agents in each channel is higher than the channel capacity $c$, the global received reward of an OSA system reduces less when a new OSA agent joins a more crowded spectrum band than when it joins a less crowded band. Otherwise, the global received reward does not decrease.

**Proof:** First, let us define $G_j(n')$ to be band $j$’s reward where $n'$ is the number of agents using band $j$. That is,

$$G_j(n') = \begin{cases} \frac{V_j}{n'Re^{-\beta n'V/V_j}} & \text{if } n' \leq V_j/R \\ \text{otherwise} & \end{cases}$$

Note that since the network is fully connected, $n'$ corresponds to the number of all agents using band $j$. Now when band $j$ has $n'$ agents, if a new agent joins it, the new reward becomes $G_j(n' + 1) = (n' + 1)Re^{-\beta \frac{V(n'+1)}{V_j}}$. It can easily be shown that when $n' > c \geq 1$, $G_j(n') > G_j(n' + 1)$; i.e., the reward when joining band $j$ decreases by $\Delta_j(n') = G_j(n') - G_j(n' + 1)$. Now we can easily see that $\Delta_j(n')$ decreases when $n'$ increases. Hence, the greater the number $n'$ (i.e., the more crowded the band), the smaller the decrease in reward. For the case $n' < c$, band $j$ reward is $\Delta_j(n') = G_j(n') - G_j(n' + 1)$ and $\Delta_j(n') = V_j - V_j \equiv 0$, and hence, in this case, if an agent joins a channel, the global received reward does not decrease.

**Theorem 5.3:** When there are $n$ agents in the system, the global reward reaches its maximal only when $m - 1$ bands (out of the total $m$ bands) each has exactly $c$ agents, and the $m$-th band has the remaining $n - c(m - 1)$ agents.

**Proof:** Let $k = n - mc$, and let us refer to the agent distribution stated in the theorem as $C$. Note that $C$ corresponds to when $m - 1$ bands each has exactly $c$ agents and the other $m$-th band has the remaining $c + k$ agents (since $n - c(m - 1) = c + k$). We proceed with the proof by comparing $C$ with any possible distribution $C'$ among all possible distributions. Let $c + k_1$ be the number of agents in the most crowded band in $C'$, $c + k_2$ be the number of agents in the second most crowded band in $C'$, and so forth. We just need to deal with the bands that each contains more than $c$ agents. If there are $p$ bands each containing more than $c$ agents, then we know that $\sum_{i=1}^{p} k_i \geq k$.

For each band having $c + k_i$ agents, let $\epsilon_i$ be the amount by which the global reward is reduced when agent $i$ joins the band for $i = 1, 2, \cdots, k'$. From Lemma 5.2, it follows that $\epsilon_i > \epsilon_{i+1} > 0$, for all $i = 1, 2, \cdots, k' - 1$. Note that for the distribution $C$, the global reward is reduced by $t = \sum_{i=1}^{k} \epsilon_i$, and for $C'$, it is reduced by $t' = \sum_{i=1}^{k} \epsilon_i + \sum_{i=1}^{k} \epsilon_i + \cdots + \sum_{i=1}^{k} \epsilon_i$. It remains to show that $t' - t > 0$ for any $C' \neq C$. We consider three different scenarios:

- **$k_1 > k$:** Here we have

$$t' - t = \frac{1}{k_1} \left( k_1 \sum_{i=1}^{k_2} \epsilon_i + \cdots + \sum_{i=1}^{k_p} \epsilon_i - \sum_{i=1}^{k} \epsilon_i \right) = \frac{1}{k_1} \left( k_1 \sum_{i=1}^{k_2} \epsilon_i + \cdots + \sum_{i=1}^{k_p} \epsilon_i - \sum_{i=1}^{k} \epsilon_i \right)$$

which is greater than zero.

- **$k_1 = k$:** In this scenario, we have

$$t' - t = \frac{1}{k_2} \left( \sum_{i=1}^{k_2} \epsilon_i + \cdots + \sum_{i=1}^{k_p} \epsilon_i - \sum_{i=1}^{k} \epsilon_i \right)$$

which is also greater than zero.

- **$k_1 < k$:** In this scenario, we have

$$t' - t = \frac{1}{k_2} \left( \sum_{i=1}^{k_2} \epsilon_i + \cdots + \sum_{i=1}^{k_p} \epsilon_i - \sum_{i=1}^{k} \epsilon_i \right)$$

Since $k_1 + k_2 + \cdots + k_p \geq k$, the number of $\epsilon_i$ terms in part $a$ is greater than the number of terms in part $b$. From Lemma 5.2, we know that the largest term in part $b$ is $\epsilon_{k_1}$, which is smaller than the smallest term $\epsilon_{k_2}$ in part $a$. Hence, part $a$ is greater than part $b$, and thus $t' - t$ is greater than zero.

In all scenarios, we showed that $t' - t > 0$. Therefore, the global reward for any distribution $C'$ is smaller than that for the distribution $C$; i.e., $C$ is the distribution that corresponds to the maximal global achievable reward.

**Corollary 5.4:** The per-agent average achievable reward is at most $(m - 1)V/n + (R - (m - 1)V/n)e^{-\beta \frac{V(n+1)}{V_j}}$.

**Proof:** The proof follows straightforwardly from Theorem 5.3 by calculating the global achievable reward for the derived optimal agent distribution.

Note that this upper bound (that we derived and stated in Corollary 5.4) is the maximum/optimal average reward that an agent can achieve (it is a theoretical upper bound). In the next section, we will evaluate the performances of the proposed objective functions in terms of their achievable rewards, and compare them against these optimal achievable performances.

**VI. PERFORMANCE EVALUATION**

In this section, we evaluate and compare the performances of the proposed objective functions in terms of the per-agent average achievable rewards with the optimal achievable rewards calculated through Corollary 5.4 as well as with those achievable under each of the two functions: $r_i$ and $G$. 
A. Static OSA Systems

We first consider evaluating the proposed objective functions under the same experiment, conducted in Section III-A, where again the total number of agents considered in this experiment is equal to 500, and that of bands is equal to $m = 10$. Here, the simulated network is static, in that all agents are assumed to enter and leave the OSA system at the same time, and fully connected, in that all agents contend with one another. In this section, we ignore the PUs’ activities. Dynamic OSA systems as well as PUs’ activities will be considered later in Section VI-B.

Fig. 3 shows the per-agent average achievable reward normalized w.r.t. the optimal achievable reward under intrinsic function ($g_i = r_i$), global ($g_i = G$), and proposed function ($g_i = D_i$). The figure clearly shows that the proposed function $D_i$ achieves substantially much better performances than the other two. In fact, when using $D_i$, an agent can achieve up to about 90% of the total possible, achievable reward, whereas it only can achieve up to about 20% when using any of the other two functions. Another distinguishing feature of the proposed $D_i$ function lies in its learnability; that is, not only does $D_i$ achieve good rewards, but also it does so quite fast, as the received rewards ramp up rapidly, quickly reaching near-optimal performance.

In Fig. 4, we also show the same behaviors when considering partially connected topologies with a total number of agents equal to 1000. In this experiment, the per-agent average number of non-interfering agents is set to 500. Recall that as stated in Proposition 5.1, finding the optimal achievable rewards is an NP-hard problem (i.e., computationally unfeasible), and hence, we cannot compare the performance of our proposed objective functions with the optimal achievable rewards. Instead, we compare them with those achievable under the two existing functions. The figure shows that the proposed objective functions $D_i$ also outperform the other two functions when considering a partially connected topology. For completeness, we plot in Fig. 5 the same performance results but when considering partially connected topologies with varying agent connectivity ratios, where the agent connectivity ratio is defined as the ratio of the per-agent average number of interfering/neighboring agents to the total number of agents. In this experiment, the total number of agents is kept equal to 1600, and the connectivity ratio is varied from 15% to 65%. As it can be seen from the figure, the proposed function outperforms the other two functions regardless of the connectivity ratio of agents.

We also study the proposed function with regard to another performance metric: scalability. For this, we plot in Fig. 6 the per-agent average achievable reward under each of the three studied objective functions when varying the total number of OSA agents in a fully connected topology from 100 to 800. The number of bands $m$ is set to 10. Observe that $D_i$ outperforms the other two functions substantially when it also comes to scalability. Note that $D_i$ achieves high rewards, even for large numbers of agents, whereas the achievable reward under either of the other two functions drops dramatically with the number of agents. This trend is also observed in the case of partially connected topologies as shown in Fig. 5, where the per-average achievable reward under the proposed function is kept relatively high regardless of the per-agent average number of interfering/neighboring agents. We therefore conclude that the proposed function $D_i$ is very scalable, and works well in systems with small as well as large numbers of agents.
To summarize, the obtained results show that the proposed objective function (i) allows agents to achieve high rewards, (ii) is very scalable as it performs well for small- as well as large-scale systems, (iii) is highly learnable as rewards reach up high values very quickly, and (iv) is distributive, as it requires information sharing only among agents belonging to the same band.

### B. Dynamic OSA Systems

In this section, we further assess how well these objective functions perform (i) by considering dynamic OSA networks (both with and without PUs’ activities), and (ii) by investigating another important performance metric, fairness, in addition to the optimality and scalability metrics. Hereafter, we consider fully connected topologies. Recall that in the previous section, we considered an OSA system in which all agents enter the system, use the available spectrum bands, and then leave the system all at the same time. That is, the number of agents does not change over time, and remains the same during the course of the entire system’s lifetime. In this section, we want to investigate how well these obtained results hold when considering dynamic systems, in which agents enter and leave at different independent times. OSA agents can then be viewed as data sessions/flows that start and finish at different times, and independently from one another. We will study these dynamic systems (i) without as well as (ii) with the presence of PUs’ activities, and see how well these functions behave under such systems.

1) Without PUs’ Activities: To mimic the dynamic behaviors of OSA agents, we assume that agents (e.g., data sessions) arrive according to a Poisson process with arrival rate \( \lambda \), and stay in the system for an exponentially distributed duration of mean \( \tau \). Let \( \kappa = \lambda \tau \) represent the average number of agents that are using the system at any time. In this section, we first begin by studying dynamic OSA systems without considering the presence of PUs. The impact of PUs will be investigated in the next section.

Fig. 7 shows the normalized per-agent average received reward for \( \frac{\beta}{\tau} = 1 \) when \( \kappa \) equals 500 (Fig. 7(a)), 750 (Fig. 7(b)), and 1000 (Fig. 7(c)). The figure shows that the proposed function \( D_i \) still possesses its distinguishing performance features/trends even under dynamic behaviors. These trends are as follows. First, note that the function \( D_i \) receives near-optimal rewards, which are more than 90% of the maximal achievable rewards. Second, it is highly learnable as it reaches up near-optimal behaviors quite fast. Third, it is highly scalable as the achievable rewards do not drop below \( \approx 90\% \) of the maximal achievable reward even when the average number of agents in the system is increased from 500 to 1000. Fourth, it outperforms the other two functions significantly, and this is regardless of the number of agents.

For completions, we also study these same performances under different values of the ratio \( \frac{\lambda}{\tau} \). Recall that for a given number of agents, the higher the ratio \( \frac{\lambda}{\tau} \), the shorter the sessions’ durations. For example, when \( \kappa = 500, \frac{\beta}{\tau} = 1 \) implies that the sessions’ average duration \( \tau \) and arrival rate \( \lambda \) are both equal to \( \approx 22.3 \), whereas \( \frac{\beta}{\tau} = 5 \) implies that \( \tau = 10 \) and \( \lambda = 50 \). Figs. 8 and 9 show the normalized per-agent average received reward for two more ratios: \( \frac{\beta}{\tau} = 5 \) and \( \frac{\lambda}{\tau} = 20 \). Observe that the performances of \( D_i \) are still close to optimal, and are much higher than those obtained under \( r_i \) and \( G \) regardless of the ratio \( \frac{\lambda}{\tau} \), i.e., whether \( \frac{\beta}{\tau} \) equals 1, 5, or 20.

Fairness is also another important performance metric to evaluate. We want to assess how fair \( D_i \) is when compared with the other two functions. Fig. 10 depicts the coefficient of variations (CoV)\(^1\) of the per-agent average received rewards under the three studied functions for various combinations of arrival rates \( \lambda \) and durations \( \tau \) of OSA agents. Observe that \( D_i \) achieves CoV values similar to those achievable under any of the other two functions, and this is regardless of sessions’ durations and arrival rates. In other words, these results show that the proposed function, when used in practical, dynamic network settings, not only does it achieve good performances in terms of optimality, scalability, and learnability, but it does so while reaching a fairness quality as good as those reached through the other two functions. Next, we show that this is also true in the presence of primary users.

2) With PUs’ Activities: We now study the impact of the presence of PUs on the performance of the studied objective functions. In this study, we consider the same dynamic model used in Section VI-B1 to mimic the behavior of SUs, but while assuming and accounting for PUs’ activities. Here, PUs’ activities are: a) mimicked via computer simulation by modeling the PUs’ behavior via renewal ON/OFF process, and b) obtained via real data traces collected by monitoring and measuring primary users’ activities in real networks [47]\(^2\).

a) Evaluation based on mimicking PUs’ activities via simulation: We assume that each band is associated with a set of PUs that enter and leave the band at random times. We model PUs’ activities on each band as a renewal process alternating between ON and OFF periods, which represent the time during which PUs are respectively present (ON) and absent.

\(^1\)CoV is the ratio of the standard deviation to the mean of the agents’ received rewards; we use this metric as a means of assessing the fairness, which reflects how close agents’ received rewards are to one another.

\(^2\)The data traces were collected and sent to us by the authors of [47]. We thank them for providing us with this valuable data.
For each spectrum band $j$, we assume that ON and OFF durations are exponentially distributed with means $\nu_j^{ON}$ and $\nu_j^{OFF}$, respectively. We use $\eta_j = \nu_j^{ON}/(\nu_j^{OFF} + \nu_j^{ON})$ to denote the PU traffic load on band $j$.

Figs. 11, 12, and 13 show the normalized per-agent average reward for PU traffic loads $\eta$ of 10%, 30%, and 50%, respectively ($\eta_j = \eta \forall j$). The subfigures in each figure each corresponds to a different average number of agents (i.e., for $\kappa = 500$, $\kappa = 750$, and $\kappa = 1000$). There are three observations that we can make out of these results. First, observe that the proposed function $D_i$ achieves rewards higher than those achieved under the other two functions, and for all combinations of number of agents $\kappa$ and primary user loads $\eta$. Second, unlike in the case of dynamic OSA without primary users, as expected, the achievable rewards reach zero when primary users are present, but quickly reach up high values as soon as PUs leave their bands. Third, also as expected, when the PU traffic load increases (i.e., $\eta$ is increased), the total achievable average reward decreases, since rewards will also be taken away by PUs themselves. For example, Fig. 13 shows that when the PU load $\eta = 50\%$, $D_i$ reaches up to only about 50\% of the maximal achievable reward. This is because 50\% of the total reward has already been received by the primary users (i.e., $\eta = 50\%$).
However, this achieved reward under $D_i$ is still considered as about 90% of the total available/achievable rewards. Thus, we conclude that the proposed function yields performances that are close to optimal even in the presence of PUs, and this is true regardless of the number of OSA agents and/or the PU traffic load.

We now show in Fig. 14 the coefficient of variations (CoV) of the per-agent average achieved reward under $r_i$, $G$, and $D_i$, under various simulated PUs traffic loads. We also observe that CoV increases with the number of agents.

### Evaluation based on real data trace of PUs’ activities:
In this section, we evaluate the performance of the proposed functions by relying on real data traces collected by monitoring and measuring the activities of real PUs. The authors in [47] collected and sent us this data traces, which were measured over a period of 100 minutes through spectral measurements of primary users’ activities in the 850-870MHz band at every 0.01 second with a frequency resolution of 8.333kHz [47]. The data measurements are collected over 60 channels each having a bandwidth of 25kHz, and a channel is considered idle when...
it exhibits a low power; that is, when the measured energy level is below a threshold. More details on these traces can be found in [47].

Fig. 15 shows the normalized per-agent average reward under each of the studied objective functions where here PUs’ activities are based on the above mentioned real data trace. The subfigures in each figure each corresponds to a different average number of agents (i.e., for $\kappa = 500$, $\kappa = 750$, and $\kappa = 1000$). Note that the performances of the proposed functions under real PUs traffic are as good as those obtained when PUs’ activities are mimicked via simulation (as shown in the previous section). Precisely, the proposed functions are shown to achieve high rewards regardless of OSA agents’ traffic load, and this is whether mimicking the PUs’ activities via renewal ON/OFF process or considering real data traces of PUs’ activities.

To summarize, the proposed objective functions are shown to achieve good performances in terms of optimality, scalability, and learnability while also reaching a fairness quality as good as those reached through the other two functions.

VII. DISCUSSION: IMPLEMENTATION INCENTIVES AND SELFISH BEHAVIORS

One key question that arises naturally is: how would one impose an objective function on an independent entity in the system or why would an entity follow a “new” extrinsic objective function? There are three types of answers to this philosophical question: one from a theoretical, one from a practical, and one from an algorithmic perspectives. First, from a theoretical perspective, one can view the extrinsic objectives as a combination of the intrinsic objectives and an incentive. The issue then becomes how to devise an incentive that makes the intrinsic objective as close to the desired utility as possible. This line of research moves into mechanism design [48–50], and in fact there has been work on reconciling the incentive design with difference objectives [51]. Second, from a practical perspective, maximizing the extrinsic objective may in some cases lead to higher values of the intrinsic objective. That is, by aiming to maximize the provided extrinsic objective, the entity may not only help maximize a global objective function, but also do better in terms of its intrinsic objective [52]. In such cases, there is a direct incentive for an entity to accept the extrinsic objective function. Finally, from an algorithmic perspective, one can simply provide a “swapping” layer for the objectives of each entity where the objective functions are randomly changed from one entity to another. In such a system, each entity may receive the gains of another entity at different time steps, creating a strong incentive to take actions to benefit the full system.

For the sake of illustration, we run an experiment where a number $k$ of agents (among 500 agents) choose their intrinsic objectives while all other agents choose the proposed extrinsic objectives, and show in Fig. 16 the per-agent average received rewards for various values of $k$. Note that having selfish users/agents in the system reduces the per-agent average rewards, and this reduction can be very substantial, especially when the number of selfish agents, $k$, is high. Clearly and as demonstrated in this work, when all agents go after their selfish objectives (i.e., $k = 500$), their collective behavior will degrade the overall system performance substantially, leading to the degradation of each agent’s average received rewards as well. It is therefore the fraction of selfish agents in the system what determines the achievable performances, and as such, it is what gives the incentives for whether an agent should behave selfishly. That is, when this fraction is small, selfish agents may receive higher rewards than the overall per-agent average received rewards, but this is only when a few agents behave selfishly while the rest does not.
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IX. CONCLUSION

In this paper, we propose and evaluate efficient private objective functions that OSA users can use to locate the best spectrum opportunities. OSA users can rely on any learning algorithms to maximize these proposed objective functions, thereby ensuring near-optimal performances in terms of the long-term average received rewards. We showed that these proposed functions (i) receive near-optimal rewards, (ii) are highly scalable as they perform well for small- as well as large-scale systems, (iii) are highly learnable as rewards reach up near-optimal values very quickly, and (iv) are distributive as they require information sharing only among users belonging to the same spectrum band.
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