Cross-Layer Assisted TCP for Seamless Handoff
in Heterogeneous Mobile Wireless Systems

Hassan Sinky and Bechir Hamdaoui
School of Electrical Engineering and Computer Science, Oregon State University
{sinkyh,hamdaoub} @onid.orst.edu

Abstract— We propose cross-layer assisted TCP enhance-
ments to improve service quality of mobile users during
handoff. Specifically, we investigate and resolve TCP issues
that pertain to handovers between wireless networks with
varying data rates. New adjustments to TCP’s round trip
time, congestion window, and acknowledgment mechanism are
proposed to ensure seamless handoff. The performances of
the proposed cross-layer assisted handoff TCP (TCP-CLAH)
are evaluated and compared to those of TCP NewReno (TCP-
NR). Our results show that TCP-CLAH outperforms TCP-NR
significantly in terms of jitter, round-trip time, and queue size,
thereby reducing service disruptions and glitches of ongoing
communications substantially during a handoff.

I. INTRODUCTION

The convenient features of wireless technology, such
as mobility, portability, and ease of use and deployment,
are the main reasons behind the technology’s tremendous
success. Heterogeneous wireless systems have been de-
signed to take advantage of these wireless features. We as
users and consumers generally take service availability for
granted. We usually don’t worry or think about it because
we assume we will always have it. Not only have we
taken for granted service availability but also the quality of
that service. Even the smallest disruption or glitch in any
of these technologies would be considered an unbearable
inconvenience. As the number of mobile users increase so
does the demand for top notch performance and service
quality. Due to this growing demand for access to com-
munication services anywhere and any time an accelerated
development towards the integration of various wireless
access technologies has resulted.

Heterogeneous wireless systems provide coexisting tech-
nologies resulting in more services and higher data rates
while also providing a global roaming/ always connected
environment through a diverse range of mobile access
networks. Thus, within a heterogeneous wireless system a
mobile device may encounter many networks with vary-
ing data rates and performance, sometime even drastic
differences. A typical heterogeneous networking scenario
involves mobile terminals with multiple network interfaces
which are capable of choosing the best possible network
or link for data. For instance selecting a wifi network over
a cellular network when you are in range to save battery
and achieve higher data rates. Another example would
be having a Skype conversation on a mobile device and
seamlessly, gracefully and intelligently select networks in

range without the user feeling any disruption during the
conversation. This type of graceful network selection is
generally referred to as a seamless handover or handoff.

Drawbacks and issues begin to arise when handovers
occur between networks with varying capacities and data
rates such as between Wifi and cellular networks. In this
paper we analyze TCP issues due to network handovers
and propose a cross-layer assisted handoff TCP (TCP-
CLAH) to improve overall performance by minimizing user
perceived glitches. In this work, TCP NewReno (TCP-
NR) is compared with our TCP-CLAH scheme and results
are evaluated. Our measurements show that TCP-CLAH
outperforms TCP-NR significantly in terms of jitter, round-
trip time, and queue size, yielding much more robust,
reliable, handoff resistant and efficient data transfers.

In our research, a cross-layer assisted handoff TCP
is proposed in order to alleviate performance issues and
glitches that occur during a handoff between networks of
varying performance and data rates. Our contributions in
this work are:

o Performance evaluation and analysis of TCP NewReno
during handovers in heterogeneous networks.

o Cross-layer design and adjustment of TCP parameters
to improve service quality during handovers.

« Establishing that reducing congestion window at time
of handoff is essential for ensuring service continuity
and minimizing disruption and glitches.

o To our knowledge, this work is the first to investigate
handoff connection disruptions and glitches with TCP
NewReno, and to improve service continuity during
handovers through BDP-based congestion window ad-
justment.

The rest of the paper is organized as follows. We begin
by discussing related work in Section II. TCP issues as a
result of network handovers are discussed in Section III. We
then, in Section IV, discuss the bandwidth delay product
performance metric as well as propose a scheme to improve
TCP during a handoff. In Section V, we introduce our
test topology and perform a series of tests to evaluate and
compare the performance of our proposed TCP-CLAH with
TCP-NR. Finally, we conclude the paper in Section VI.

II. RELATED WORK

Network handovers have been a well researched subject.
However, researchers today have focused mainly on the



handoff detection and decision process where little has been
done to alleviate transport protocol issues resulting from
a change in network point of access especially between
networks with varying data rates.

In [1] the authors divide a handoff into three phases.
The first phase is when TCP goodput increases, the second
phase is when TCP goodput decreases and finally a TCP
timeout happens and the sending rate slowly increases. TCP
is adjusted based on the phase, user’s speed, location and
initial congestion window. The authors mostly focus on the
physical aspect of the mobile user and handoff decision
rather than the transport protocol itself.

In [2] Freeze TCP (ftcp) when a pending handover is
to occur a mobile user sends a zero window advertisement
(ZWA) to the sender. The sender then freezes its timers and
suspends all transmissions. Once the handover is complete
the mobile user sends three successive acknowledgments
to the sender to resume transmission. The time before a
disconnection occurs is referred to as the warning period.
This period is difficult to predict and if predicted too
early the sender enters persist mode too early, thereby
increasing idle time and decreasing throughput. If predicted
too late, the sender may not receive the ZWA in time,
thereby causing the congestion window to reduce due to
lost packets and in turn decrease throughput.

In [3], [4] the authors have designed a cross-layer as-
sisted TCP solution for handoff situations. It is shown that
TCP can benefit greatly by adjusting parameters according
to a network handoff. When a handoff occurs RTT and
RTO estimations are reset only until all packets sent be-
fore the handoff have been acknowledged. A reduction in
congestion window is done only when needed. In addition,
the slow start threshold is set to the congestion window
which unnecessarily places TCP in the congestion avoid-
ance phase when a handoff occurs. Unlike these works, we
propose a different adjustment to TCP based on the path
bandwidth delay product as well as a different principle in
setting the RTT and RTO estimations. Finally, our proposed
scheme uses TCP NewReno whereas authors in these works
use TCP SACK.

In the next section we discuss network handovers and
their effect on TCP.

III. TCP HANDOFF ISSUES

Handovers can be a result of preference, service avail-
ability, network quality or forced. As mentioned earlier,
researchers have mainly focused on the handoff decision
and detection process whereas our work focuses on how
to improve TCP in handoff scenarios and minimize con-
nection disruptions and glitches. There are two types of
handovers: horizontal and vertical. A horizontal handoff
takes place between points of attachment supporting the
same network technology. For instance, a mobile user were
walking through a department building may undergo a few
horizontal handovers. On the other hand a vertical handoff
occurs between points of attachment supporting different
network technologies [5]. This occurs when a mobile user

exits a building, out of range of Wifi, and switches to 321
cellular data network.

Little has been done in the area of analyzing and resolv-
ing TCP’s drawbacks during a handoff. Before introducing
these drawbacks, we describe two means of a handoff:

o Break before make: terminates the old link before the
handoff completes. This causes a visible disruption in
connectivity and packet losses as packets that have
been sent using the old interface will have to be
retransmitted.

o Make before break: terminates the old connection
only when the new link is operable. This type allows
for no packet loss due to buffering and is referred to
as a soft handover.

TCP is optimized for wired networks where packet loss
is assumed to be caused by congestion only [6]. However,
when we move to wireless scenarios this assumption fails
since wireless links experience error rates much larger than
wired networks. Thus, if packets are dropped or delayed the
TCP congestion control mechanism is initiated to alleviate
the problem which reduces throughput drastically. As a
result, during a handoff, the main dilemma we are left with
is trying to help TCP avoid incorrectly initiating its con-
gestion avoidance and slow start mechanisms. In order to
successfully do this TCP must differentiate between packet
delay caused by actual real packet loss and congestion on
the current link and packet delay simply caused by vertical
or horizontal handoff.

A. Handoff Induced Issues

There are different TCP problems that arise depending
on the type of handoff that occurs [7]. We classify these
TCP issues based on two handoff scenarios:

1) High-delay network to low-delay network:

o Packet reordering: This issue occurs when the source
node switches to considerably faster link. Packets sent
on the new link overtake packets that have been sent
on the old link which causes out of order packets
to arrive at the destination, resulting in duplicate ac-
knowledgements to be sent (dupacks). This is an issue
because during a handoff TCP would misinterpret 3
dupacks as being caused by congestion, loss or link
error and enters congestion avoidance and retransmit
packets incorrectly assumed to be lost when in reality
this was caused by a handoff.

« Inflated retransmission timeout (RTO): Naturally, a
high-delay link will have a high RTT and RTO value.
Since the RTO is updated once in an RTT, when a
handoff occurs, the RTO will converge slowly to the
new low RTO value. This is an issue because invoking
RTO recovery to recover lost packets will take a longer
time due to the high RTO value. In other words, in the
event of lost packets on a faster link TCP would not
be able recover quickly due to the high RTO value of
the high-delay link. Since after the handoff we are on
a low-delay link we want TCP to be able to recover



lost packets faster using a smaller RTO representing
the new faster link.

2) Low-delay network to high-delay network:

o Spurious or false retransmission timeout (RTO):
This issue arises when we handoff to a slower link.
The low-delay link before the handoff has a low RTO
value. Packet acknowledgments before the handoff
take the high-delay after the handoff. This causes TCP
to falsely or spuriously timeout assuming packets have
been lost due to a low RTO value from the low-delay
link.

o Link overshoot: After a handoff to a low-delay link
the sender may inject more data onto the link than can
be handled resulting in dropped packets. Specifically
when TCP is in the slow start phase the congestion
window is doubled for every acknowledgement re-
ceived. If a handoff to a low BDP link occurs during
the slow-start phase a congestion window increase
may result in dropped packets. This is referred to
as a slow-start overshoot. TCP may interpret this
incorrectly and reset the congestion window which is
a performance hit we want to avoid.

In the next section we introduce the use of BDP as a
means to evaluate network capacity. A cross-layer assisted
handoff TCP scheme is then proposed to minimize handoff
induced glitches and disruptions in service continuity.

IV. BDP AND TCP HANDOFF

We argue that in order to minimize connection glitches
and maintain adequate service continuity during a handoff
the bandwidth delay product (BDP) of the link must be
considered. The BDP refers to the maximum amount of
data that can be sent on a network link at any given time.
In other words, it represents the amount of data that is
sent before the first ACK is received [8]. The BDP is
represented by the product of a link’s capacity and its
round-trip time. By definition then the path BDP, BD P4,
is the product of the path bottleneck throughput, R,in,
and the path round-trip time, RTTpath‘; ie., BDPpyupn =
Ropin X RTT,q,. When propagation and queuing delays
are neglected, we can write

L S
BDPpath :Rmin <;RZ+;R;> (1)
where n and R; are the number of hops and throughput on
the forward path, m and R/ are the number of hops and
throughput on the backward path, and S' is the packet size.
As done in [8], the path BDP can be upper bounded by

S S

min

where R) .. is the bottleneck throughput in the backward
path. Now considering that the forward and backward

paths are likely to be the same, the upper bound given in

IRTT consists of propagation and transmission delays only; i.e., it does
include queuing delays.

3
Equation (2) can be replaced by S x N where N = n+m;
ie.,

BDPygn < S x N (3)

Note that having the path BDP exceed S x N results in
packets being queued at the bottleneck [8]. In what follows,
let BDPyg =S x N.

A. Design

Our goal is to alleviate issues presented in Section III
by proposing modifications to TCP NewReno allowing for
robust data transfers and maintain service continuity. Thus,
our intention is to minimize slight disruptions and glitches
immediately following a handover.

In designing our scheme two assumptions are made:

e We assume a soft handover scenario where a new
connection is made before the previous connection
is terminated. This allows for no packet loss due to
buffering. These handovers involve scenarios where a
mobile node is in range of multiple networks.

e We assume a cross-layer notification of a handoff
indicating a drastic change in bandwidth. That is a
notification communicated to TCP indicating a signif-
icant increase or decrease in bandwidth.

TCP-CLAH brings three modifications to TCP New
Reno in order to provide a seamless handover:

o Congestion window is set to BD Py p during handoff

o RTT and RTO estimations are reset upon a handoff as
if for a new connection

e Duplicate acknowledgments are temporarily disabled
during a handoff

A large congestion window during a handoff can be
detrimental to service continuity. Maintaining a large con-
gestion window increases the probability of contention,
round-trip time, queuing and packet loss which can degrade
TCP performance drastically. We argue, by setting the
congestion window to the path BDP, that is the maximum
number of bytes that can be in transit across the path,
guarantees we are transmitting the maximum amount of
bytes while avoiding packet queuing at intermediate links.
As mentioned in Section III we are concerned with two
handoff scenarios.

For a high-delay to low-delay network handoff we apply
Algorithm 1. The intuition behind this is that if the RTO
is set too high TCP may be slow to recover lost packets.
If set too low, we risk spurious RTOs where TCP assumes
packets are lost when in reality they may simply be on their
way. Through testing we found by resetting these values
TCP converges quicker to the new network’s RTT and
RTO estimations. In addition, duplicate acknowledgments
are temporarily disabled to avoid false dupacks caused by
packet reordering. Then, the congestion window is set to
the path BDP. Often times this value is less than the current
congestion window size. One would think that a transition
from a high-delay network to low-delay network involves
further increasing the congestion window to fully utilize the
link. However, as mentioned earlier, injecting more data



than the path BDP causes packets to be queued at the
bottleneck. Thus setting the congestion window to the path
BDP, albeit less, is sufficient and produces better results.
The achieved throughput is not compromised by this action
as will be shown in Section V.

if Notification of handoff to low-delay then
reset RTT and RTO estimations;
temporarily disable dupacks;
obtain path BDP;
set cwnd = path BDP;

end
Algorithm 1: TCP adjustments for handoff to low-delay

For low-delay to high-delay network handovers we apply
Algorithm 2. Resetting the RTT and RTO estimations
to their initial states allows for TCP to relearn the new
network conditions quicker and avoid spurious RTOs. Since
we are moving to a slower network, the three duplicate
acknowledgments are not an issue. Again setting the current
congestion window to the path BDP avoids a link over-
shoot.

if Notification of handoff to high-delay then
reset RTT and RTO estimations;
obtain path BDP;
set cwnd = path BDP;

end
Algorithm 2: TCP adjustments for handoff to high-delay

In Section V we analyze the results obtained from mea-
suring service continuity and performance factors (i.e. jitter,
round-trip time, queue size and throughput) conducted on
the network topology shown in Figure 1.

V. PERFORMANCE EVALUATION AND RESULTS

In this section we discuss metrics measured to compare
the performance and service continuity of TCP during a
handoff. We then discuss the configuration of our test
topology and simulation results.

A. Performance Metrics

Overall network performance is impacted by many envi-
ronmental and physical aspects and limitations. It is crucial
to understand what factors play a role in network perfor-
mance and what can be done to improve them. We discuss
and measure factors that influence network performance
and service continuity during handovers. The following
subsections briefly discuss these factors.

1) Jitter: litter, also referred to as packet delay varia-
tion (PDV), is the difference in end-to-end delay between
packets. Thus, variable delay causes jitter. On the other
hand a network that experiences a constant amount of
latency between packets has no jitter [9]. In addition, as
a result of congestion a packet may be queued or delayed
on a path where there was no queuing or delay for other
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Fig. 1: Test Topology Configuration

packets [10]. This in turn causes a variation in latency.
In multimedia applications such as VoIP, high variation
in packet delay can result in poor communication quality
where audio/video delays and dropouts are experienced.
Thus jitter is a key QoS impairment in real-time/multimedia
applications and is a very useful metric to measure network
and broadband performance [11]. In this work, jitter is one
important performance metric that we use to assess the level
of service continuity, disruption and glitches. We measure
the average jitter experienced during handovers to evaluate
and compare the performance of the proposed techniques.

2) Round-Trip Time: A network undergoing long round-
trip times usually is the result of congestion, packet loss
and queuing delays. Queued packets can cause variations
in round-trip times and can not only increase delays but
also packet loss rates. Larger round trip time (RTT) values
indicate the average queue length at intermediate nodes is
large. Lower RTT values imply less congestion and low
average queue lengths. In this work, TCP RTT is used to
assess service continuity, disruptions and glitches.

3) Queue Size: Queue size is another factor that affects
service continuity during a handover. The more packets
are queued at the bottleneck, the longer the round-trip
times. It is essential to keep queue size low immediately
following a handover to reduce RTTs and in turn jitter.
In this work, queue size is evaluated to quantify service
continuity, disruptions and glitches as well.

4) Throughput: Bandwidth constantly fluctuates and can
vary depending on the transmission protocol used (i.e. TCP
and UDP). If congestion is detected TCP backs off (slows
down) and thus influences network bandwidth causing
transmission rate fluctuations [12], [13]. Throughput is also
a key metric essential for assessing network performance.
In this work, throughput is evaluated to quantify service
continuity, disruptions and glitches.

B. Test Topology and Result Analysis

In order to evaluate TCP-NR and TCP-CLAH, the
aforementioned issues are analyzed to characterize network
performance and service continuity during a handoff. Of



particular interest is the minimization of visible connec-
tivity glitches due to handoff. Glitches involve a sudden
increase or decrease in round-trip time and queue size
which can be characterized by sudden fluctuations in jitter.
A sudden change of the point of access network can
cause significant glitches in a connection. Thus, trying to
minimize these glitches and maintain a smooth transition
is what we evaluate and resolve.

To perform our tests the topology in Figure 1 is config-
ured in NS3. As illustrated, two networks of varying data
rates are created with a common destination node. This
can be viewed as a 54 Mbps Wifi network and a 5.5 Mbps
cellular network. The maximum achievable throughput in
our test topology is 19 Mbps for Network 1 and 3 Mbps
for Network 2. This is expected since experimental speeds
tend to be much less than theoretical link speeds [14].

The topology is configured in a way such that two
paths are available from node Mobile (source) to node
Dest (destination); that is one path per network. This helps
emphasize the influence of handovers on a connection’s
performance and service continuity. Our tests have been
encouraging and shine a light on the importance of cross-
layer TCP adaptability.

Our tests focus on the aforementioned factors that in-
fluence connection glitches and service continuity during
handovers. The conducted tests involve a mobile device
moving from one network to another, starting in Network
1, every 15 seconds over a 100 second time period. Recall
from Section IV we assume a soft-handover where cross-
layer notifications inform TCP of a significant change in
bandwidth. During this time period the mobile device has
established a connection with the destination node and is
transferring data (i.e. YouTube, P2P data transfers). The
tests are conducted with varying application sending rates;
10, 15 and 20 Mbps.

Figures 2, 3 and 4 compare the jitter experienced by
TCP-NR and TCP-CLAH over the connection for each
respective sending rate. As illustrated, TCP-CLAH dras-
tically improves jitter and hence disruptions and glitches
are reduced during a handoff. TCP-CLAH improves jitter
by roughly 3 times for an application send rate of 10 Mbps,
5 times for a 15 Mbps send rate, and about 75% for a 20
Mbps send rate. Disabling dupacks when a handoff occurs
prevents unnecessary retransmissions which minimizes the
variation in packet delay. In addition, resetting the RTT
and RTO estimations allows for TCP to relearn the link
conditions gracefully as shown in Figure 5. Finally, by
setting the congestion window to the path BDP when a
handoff occurs, we prevent rapid queuing at the bottleneck
as mentioned in Section IV and illustrated in Figure 6
which in turn allows for shorter initial round-trip times. All
these factors influence jitter which is an essential metric for
characterizing and visualizing handoff induced glitches.

As we can see from our tests TCP-NR resulted in
erratic behavior during network handovers. Specifically
large fluctuations in jitter, RTT and queue size. This glitch
although small can be visible by the user and can disrupt
an otherwise problem free connection. By preemptively

Average RTT (ms) Average Jitter (ms) Average Jitter (ms) Average Jitter (ms)

Queue Size (packets)

55
50
45 TCP-CLAH
40
35
30
25
20
15

RN GRpa G |

0 10 20 30 40 50 60 70 80 90 100

Time (seconds)

Fig. 2: Average jitter for 10 Mbps send rate

50
45
40 TCP-CLAH
35
30
25
20
15
10

. — —\ —

0 10 20 30 40 50 60 70 80 90 100

Time (seconds)

Fig. 3: Average jitter for 15 Mbps send rate

40

35 TCP-CLAH
30

25

20
15
s rﬁj /_.J
; —
70 80 90 100

0 10 20 30 40 50 60

Time (seconds)

Fig. 4: Average jitter for 20 Mbps send rate

220
200
180
160
140
120
100

80

60
40 | Y
20— —

TCP-CLAH ot

. -

0. 10 20 30 40 50 60 70 80 90 100

Time (seconds)

Fig. 5: Average RTT for 20 Mbps send rate

—

TCP-CLAH

10 t ’
5

0 10 20 30 40 50 60 70 80 90 100

Time (seconds)

Fig. 6: Queue size of bottleneck interface for 20 Mbps send rate



220,000
200,000
180,000
160,000
140,000
120,000
100,000
80,000
60,0007,
40,000
20,000
0

TCP-CLAH

/‘ 3 DUPACKS /’ 3 DUPACKS

30 40 50 60 70 80 90 100

3 DUPACKS

Congestion Window (bytes)

0 10 20

Time (seconds)

Fig. 7: Sender’s congestion window for 20 Mbps send rate

20
T Y G R

TCP-CLAH [fw

H

14} § | | H
121} | ,’ |
| { | i

| ! 1 |

1 1 } |

| |
i |

\ ? { i

0 10 20 30 40 50 60 70 80 90 100
Time (seconds)

Throughput (mbps)
=
S

o N N O ®

Fig. 8: Average throughput for 20 Mbps send rate

adjusting the congestion window to the path BDP when a
handoff occurs we not only avoid rapid fluctuations in jitter
but also drastically minimize connection disruptions and
glitches without compromising throughput. Upon a handoff,
the congestion window is much larger than the path BDP as
shown in Figure 7. This is expected as the path BDP refers
to the maximum number of bytes that can be transmitted
without being queued at the bottleneck.

So far, we have showed that the proposed TCP-CLAH
outperforms the existing TCP NewReno in terms of jit-
ter, RTT, and queue size performances, thereby reduc-
ing disruptions and glitches of ongoing communications
significantly during handoff. Now we show that TCP-
CLAH achieves such performances without compromising
the overall achieved throughput. To show this, we plot in
Figure 8 the throughput achieved under both TCP-NR and
TCP-CLAH while conducting these tests. The figure indeed
shows the throughput is not compromised, as both TCPs
achieve similar throughput performances.

VI. CONCLUSION

In this work we analyze TCP’s drawbacks as a result of
handovers between networks with varying data rates. A list
of issues are categorized and presented. A modification to
TCP NewReno is proposed based on the bandwidth delay
product of the underlying networks. Our proposed cross-
layer assisted handoff TCP (TCP-CLAH) is compared to
TCP NewReno. Tests were performed to analyze and eval-
uate service continuity and emphasize the importance of
incorporating the bandwidth-delay product within TCP. Our
simulations show that TCP-CLAH outperforms TCP-NR
significantly in terms of jitter, round trip time, and queue
size, thereby improving communication quality (reducing
disruptions and glitches) during handoff drastically.
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