Handoff-Aware Cross-Layer Assisted Multi-Path
TCP for Proactive Congestion Control in Mobile
Heterogeneous Wireless Networks

Hassan Sinky, Bechir Hamdaoui and Mohsen Guizahi
*Oregon State University, Email: sinkyh,hamdaoub@on#d.edu
 Qatar University, Email: mguizani@ieee.org

Abstract—Multi-Path TCP (MPTCP) is a new evolution of « To our knowledge, this work is the first to investigate

TCP that enables a single MPTCP connection to use multiple handoff disruptions and glitches with MPTCP, and to
TCP subflows transparently to applications. Each subflow rus improve service continuity during handovers through

independently allowing the connection to be maintained if ed- fi fi ind diust i
points change; essential in a dynamic network. Differentiting proaclive congestion window adjustments.

between congestion delay and delay due to handovers is an The rest of this paper is organized as follows. In Section |l
important distinction overlooked by transport layer protocols. our experiment findings are presented to analyze handoff
Protocol modifications are needed to alleviate handoff indeed jsqes in currently deployed wireless networks. MPTCP as a
issues in a growing mobile culture. In this article, findingsare . . . - .

presented on transport layer handoff issues in currently dployed potential SOIUt,'()n to handoff issues is dlsgussedlln Sedtio
networks. MPTCP as a potential solution to addressing handé- CLA-MPTCP is presented and evaluated in Sections IV and V.

and mobility-related service continuity issues is discussl. Finally, Finally, we conclude in Section VI.
a handoff-aware cross-layer assisted MPTCP (CLA-MPTCP)

congestion control algorithm is designed and evaluated. Il. HANDOFF INDUCED ISSUES INCURRENTHETNETS
Although many works have focused on addressing handoff

_ issues at the network-layer and below [7], [8], little fodwes

The recent growth in data demand has prompted researchgls,, given to issues arising at the transport layer. Foaist,

to come up with new wireless techniques (e.g., MIMO [1], cQzagitional TCP has many handoff issues in terms of mobile
operative communication [2], femtocells [3], etc.) and@lep 415 transfers, connection glitches and service conyini@jt

new technologies (e.g., cognitive radio [4], [S], LTE [61€9 The authors in [9] were the first to examine these issues using

to be able to meet this high demand. With the emergengg, New Reno variant of TCP which is the most widely used
of such many access technologies, there has clearly bggRant today. The challenge is to seamlessly maintain dlenob
a need for integrating these various wireless technologigsar's connection preferably without perceivable intptian
to enable a global roaming culture and a smooth handgff e event of a handoff. These issues are among many that
across the various technologies. Naturally, in heterogesie ), e motivated the introduction of MPTCP. Since MPTCP
wireless networks (HetNets), mobile terminals are bound {gjjizes multiple TCP subflows it is essential to understand
undergo multiple handovers and thus are equipped with Mylssic TCP handoff induced issues.
tiple network interfaces for the technologies they enceunt pifferent TCP problems arise depending on the type of
As users become more mobile, drawbacks with TCP apddoff that occurs [10]:
other traditional protocols begin to arise. Disruptionsénvice 1) High-delay network to low-delay network:
continuity due to handovers is an unacceptable outcome, anq Packet reordering: This issue occurs when the source
?t is therefore impo_rtant fo address the_m. Although tecbgy| node switches to a considerably faster link. Packets sent
is constantly evolving, TCP has remained mostly the same for on the new link overtake packets that have been sent on
more than 20 years. These reasons have motivated the intro- the old link which causes out of order packets to arrive
du_l(fﬂ?sn vc\)/r)rl\lfusltr:ep daghli;ri Po(nME\-/reCrll(D)znlfes dahgcr)qsds(;?fleiszzlsgogﬁ q at the destination, resulting in duplicate acknowledgment

. dupacks) to be sent. TCP would misinterpret 3 dupacks
proposes a Cross-Layer Assisted MPTCP (CLA-MPTCP) to (dup ) P b

lleviat f th . Contribui f this woek as being caused by congestion or loss and re-transmit
alleviate some ot these 1ssues. Lontributions of this woex a packets incorrectly assumed to be lost when in reality

« Establishing that reducing congestion windows at time of  nis was caused by a handoff.
handoff is essential for ensuring service continuity and , |nflated re-transmission timeout (RTO): Naturally, a

minimizing disruption and glitches. _ high-delay link will have high RTT and RTO values.
« Design of a handoff-aware cross-layer assisted MPTCP  gince the RTO is updated once every RTT, when a

coupled congestion control algorithm.

I. INTRODUCTION

handoff occurs, the RTO will converge slowly to the new
This work was supported in part by the US National SciencenBation low RTO value. This is an issue t_)ecause 'nVOkmg RTO
under NSF award CNS-1162296. recovery to recover lost packets will take longer. In other



words, in the event of lost packets on a low-delay linkquality degradation of a depleting data connection untdiada
TCP would not recover quickly due to the high RTO valueff is complete. This is followed by a period of satisfactory
of the high-delay link. Thus, TCP must be able to recoveonnection quality until the connection begins to deplg@ima

lost packets faster using a smaller RTO representing thsually ending when a mobile user becomes stationary. This
new low-delay link. cycle greatly affects performance for mobile users.

2) Low-delay network to high-delay network: Transport layer protocolsnust be able to differentiat_e
: L ... between delay caused by actual packet loss and congestion on
o Spurious or false re-transmission timeout (RTO):This . . o
. . . g link and delay simply caused by handovers. A combination
issue arises when a handoff occurs to a slower linR

The low-delay link before the handoff has a low RTC?f metrics must be considered for an accurate represemtatio

value. Packet acknowledgments before the handoff ta%network conditions. Section Il briefly introduces MPTCP
the high-delay link after the handoff. This causes TCP %nd some of its drawbacks.
falsely or spuriously timeout assuming packets have been [1l. M ULTI-PATH TCP (MPTCP)

lost due to a low RTO value from the low-delay link. . . . :
. ; . Despite b lativel tocol, MPTCP is b -
« Link overshoot: In high-delay networks TCP requires; =SpIte being a refativery new protoco 1S becom

_ : ... __ing increasingly popular. With the release of iOS 7 in 2013,
several RTTS to probe a}vanable bqndW|dth. Spec'f'ca")&pple became the first to implement MPTCP commercially.
gf.tert a handé)fft to at h'?hh'dﬁliy tlr']nk the sgndre]r r3|a¥he novelty behind MPTCP is its ability to decouple TCP and
inject more data onto the 1in an can be han e.lg’ to simultaneously use multiple TCP subflows and inteace
resulting in dropped packets. In addition, when TCP ﬁansparent to the application [11]
in the slow start phase the congestion window grows The main modes available to MPTCP dral | nesh and
h i indow i iti rBackup [12], [13]. Inf ul | mesh mode the connection’s data
Ip asea czntges |0r: W|$h9vv_ mcrcfeasedmtay resu :n pa(? gtriped among all subflows as space in the subflow windows
osses and timeouts. This is referred (o as a slow Stgit.,meq ayailable where most of the data is sent on the least
oversho_ot. TCP. may interpret th|s incorrectly and enter '.Esongested subflow (lowest RTT) [14]. backup mode slave
congestion avoidance phase with a very small congest@&bﬂows that have joined the current MPTCP connection are

window resulting in suboptimal TCP performan(.:e. only used when the master subflow, used for initiating the
Transport layer protocols are neutral to the varying teclyTPCP connection, fails.

nologies of HetNets; rather, they react to the qualities of

service and data rates available. Current deployed neswofix MPTCP Architecture

struggle to maintain service continuity, consistency aed-p A simplified overview of MPTCP can be seen in Figure 2.
formance in mobile scenarios resulting in a frustratingrusIPTCP’s inherent architecture provides a potential sotutd

experience which is illustrated in II-A. the aforementioned handoff issues. For instance, an apiplic
. on a smartphone may use a single MPTCP connection to
A. Transport Layer Analysis utilize both Wi-Fi and cellular interfaces to communicatiéhw

A preliminary experiment was designed to force a mobil server even if endpoints were to change, whereas traalition
device into multiple handovers. The HetNet in the EECECP would break.
department at Oregon State University consists of 41 acces/PTCP subflows may appear or disappear at any time
points using both the 2.4 and 5 GHz bands and 802.during an active connection. Similar to TCP, each subflow
a,b, g andn access technologies. The experiment was limitégl initiated using a three-way handshake and operates in-
to the third floor, which comprised of 12 access points. Aependently of others with their own congestion states (i.e
python script logged network measurements while followingwnd) [15]. For reliable, in-order data delivery MPTCP uses
a path involving multiple access points as shown in Figure 1& data sequence number (DSN) to number all data sent over
Additionally, a one gigabyte file was downloaded by the MPTCP connection and a per subflow sequence number
mobile terminal. Figure 1 uses one of the experimental ruf8SN) mapped to the DSN. This allows for the same data
to illustrate these findings. (DSN) to be re-transmitted on different subflows in the event

Access points throttle down transmit rates while mobile d€f packet loss or failure. The mapping, once declared, isifixe
vices increase their power in an effort to maintain the ceaneand carried with the SSN sent. DSN are acknowledged using
tion resulting in performance degradation. Mobile terrsna@ data connection level acknowledgment.
tend to cling to their current access point unless a handoffMPTCP aims to simultaneously pool available resources,
is necessary. This causes performance issues when multg@@earing as a single resource to the end user application,
handovers take place as shown by the erratic signal-tenowilst greatly improving user experience. This is realized
ration (SNR), throughput and RTT behavior in Figure 1. Eadhrough three MPTCP goals listed in [16]:
vertical line indicates a channel switch by the mobile terahi  « Goal 1 (Improve throughput) Perform at least as well as
as it moves across the path. single-path TCP would on its best subflow.

A mobile user can undergo multiple handovers during ane Goal 2 (Do no harm) Do not use more capacity than if
active connection’s lifetime. This involves experiencitige it was single-path TCP on its best subflow.
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Figure 2: MPTCP architecture

« Goal 3 (Balance congestion) MPTCP should move as
much traffic as possible off its most congested paths.

B. MPTCP Congestion Control

of a MPTCP connection and is chosen so that the MPTCP
aggregate flow is equal to the achievable throughput of a
single-path TCP flow on the best path [16]:

max (w;/RTT?)
(3 wi/RTT;)?
C. Drawbacks of MPTCP Congestion Control

Handoff issues presented in Section Il still apply to the TCP
subflows of MPTCP. For example, MPTCP reordering occurs
both at the subflow and data levels which can cause added
complexity with duplicate ACKs and spurious RTOs. Common
MPTCP drawbacks that may arise from handovers are listed
below:

« Responsivenes®PTCP relies onx to adapt to network
conditions. However, to reduce computational costss
only updated when there is a packet drop or once per
RTT [17]. In addition, sender RTT estimations can be
inaccurate due to TCP’s delayed ACK mechanism and
smoothed RTT values (SRTT) especially when a network
is over-buffered. This results in slow responsiveness to

O = Wiotal X

Simply running standard TCP congestion control on each
subflow gives MPTCP an unfair share of capacity when
its subflows share a bottleneck [16]. By default, MPTCP
implements a coupled congestion control algorithm thaslin
subflow increase functions. For each ACK on subfliowon-
gestion windoww; is increased byrnin (-~ L), For each
lossw; = 5. The o parameter controls tlhe aggressiveness

changes in subflow congestion windows resulting in an
underestimation oty affecting MPTCP’s increase rate.
Thus, a depleting connection due to handoff may be
misinterpreted by MPTCP as being highly congested. The
time needed for RTT updates to characterize a congested
link is detrimental for a highly mobile user.



given time. In other words, it represents the amount of data
that is sent before the first ACK is received [18]. The BDP is
represented by the product of a link’s capacity and its RTT.
By definition then the path BDE3DP,., is the product of
the path bottleneck throughpu®,,.;,,, and the path round-trip
time, RTTpatnt; i.€., BDPpatn, = Rpnin X RTTpatn. When
propagation and queuing delays are neglected, we can write

S &S
BDPputh = Riin <Z T + Z ﬁ) 1)
177 =1

=== Cellular
— \Vi-Fi

Figure 3: Subflow SNR behavior between mobile and serv@herern and R; are the number of hops and throughput on
the forward path,m and R, are the number of hops and
throughput on the backward path, addis the packet size.

« Fullmesh modeData that was originally striped onto aas done in [18], the path BDP can be upper bounded by
particular subflow is delayed or lost at the time of handoff

and would need to be remapped onto other subflows. Roin (n 5 +m,i) (2)
The worst case scenario is a subflow’s entire congestion Rimin R

window is lost resulting in a gap in the received datgherer! , is the bottleneck throughputin the backward path.

sequence numbers. These data sequence numbers WRld, considering that the forward and backward paths are
then need to be remapped to other available subfloyigely to be the same, the upper bound given in Equation (2)
causing glitches and affecting service continuity at thgan be replaced b§ x N whereN = n +m; i.e.,

point of handoff. Delay is increased even more if RTOs

are high forcing subflows to be momentarily inactive. BDPpaih <5 x N ®)

« Backup mode In backup mode packets are transmittefie that having the path BDP excegtix N results in

on different subflows only if the master subflow failsy,ckets being queued at the bottleneck [18]. In what follows
This is not ideal for handoff scenarios as it negatively BDPyg =S x N.

affects service continuity by waiting for a connection to
fail before using another [12] A. Design

Packet loss and RTT alone are not enough for a MPTCPMadifications to MPTCP are proposed to alleviate the issues
connection to quickly adapt to handovers. Thus, balancipgesented in Section Il. A fourth MTPCP design goal is
between network congestion and impending handoff as a cemesented:
gestion control mechanism is necessary. A solution is requi . Goal 4 (Cross-layer assistance) A multi-path flow should
that incorporates not only real-time network monitoring bu  consider both a subflow’s SNR and BDP to anticipate and

also cross-layer assistance in MPTCP. In the followingisect alleviate handoff induced network conditions to maintain
a Cross-Layer Assisted MPTCP (CLA-MPTCP) is proposed and improve service continuity_

to alleviate handoff induced glitches and disruptions nvise In designing CLA-MPTCP three assumptions are made:
continuity.

« A mobile device is equipped with two interfaces (i.e.
cellular and Wi-Fi)

« A MPTCP mobile user undergoes multiple handovers on
MPTCP requires the ability to differentiate between fluctu-  jts wj-Fi interface across a path. This involve times where

ations in network conditions caused by congestion and those 5 mopile node is in range of multiple networks.

caused by mobility and network handoffs. Figure 3 shows, Both endpoints of a MPTCP connection exchange,

subflow SNR of a typical MPTCP connection (cellular + Wi-  through signaling, cross-layer information such as hand-

Fi) as a mobile host moves across a path while communicating ff, mobility and SNR notifications.

with a server. The subflow undergoing multiple handovers ~ A _vpTCP brings three modifications to MPTCP:

i.e., Wi-Fi, experiences visible SNR fluctuations that must N I .
be accounted for by MPTCP in order to provide adequate® Utilization of a mobility index I and SNR metrioQ
to forecast handovers.

service continuity. As mentioned before, relying on RTTr&o . .

as a measure of link quality does not allow MPTCP to adapt*® Sugf:;)_\l/_vocongestltc_)n windows a:e SeLWfUﬁB artl_(fj_ R-lt—T

quickly enough especially when RTT and RTO values are high. an estimations are rese o,n andoft notifications.
o CouplesMI and @ with MPTCP’s congestion control

In order to minimize connection glitches and maintain lqorithm t ivelv adiust th . ¢
adequate service continuity throughout the handoff p®ces algorithm 10 preemptively adjust € aggressiveness o
individual subflows in anticipation of handovers.

the bandwidth delay product (BDP) and subflow SNR of a
link must be considered [9]. The BDP refers to the MaxiMUMiRTT consists of propagation and transmission delays ondy; it does
amount of data that can be sent on a network link at aiglude queuing delays.

IV. CROSSLAYER ASSISTEDCONGESTIONCONTROL
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All subflows on a particular interface must go through _ )
the same cellular tower or Wi-Fi access point as shown inDué to immense bufferbloat in real networks [17], the
Figure 4. That is, a single interface cannot be connected&gtount of actual in-flight packets is much higher than the
multiple cellular towers or multiple Wi-Fi access points. | '€l path BDP. Thus, in order to reduce a subflow’s through-
the event of a handoff all subflows on the current netwofl, in response to mobility and handovers, the congestion
must disconnect and reconnect on the next access netwdfifidow needs to be proactively reduced below the path BDP.
Conversely, handoffs between access points within the satielgorithm 1 subflow} I and @ are exchanged between
network can maintain their connection but still suffer fronfoUrce and destination. First, handoff likelihood is creeck
the consequences of a depleting connection. This requifd§TCP subflow congestion windows on handoff interfaces
more complex subflow policies in order to maintain servic@'® then tuned to theiBD P, using a new reduced rate
continuity. To account for this CLA-MPTCP categorizes &tnew = Rilto)+Ross WhereR,sp = Ra(to)x(1 — Q) x M1
mobile user into three distinct stages: stationary, mobild Conversely, MPTCP subflow congestion windows on non-
handoff. For the stationary stage standard MPTCP is us@@ndoffinterfaces are tuned usifig., = Ri(to) —Ross. MI
Algorithms 1 and 2 are applied by a CLA-MPTCP sender it used to control aggressiveness depending on user mobilit

the mobile and handoff stages respectively. The designesithAn M1 closer to —1 will cause the subflows on handoff
stages are discussed next. interfaces to offload more data onto its other non-handoff

subflows.

B. CLA-MPTCP Mobile Stage

In CLA-MPTCP a simple mobility index)/I = _arcf/ng(m),

Algorithm 1 CLA-MPTCP Mobile Stage
1: for each subflow do

is maintained per interface. A forecasting module estisitite
user’s current SNR trend (slope) and returns a normalized
value between -1 and 1. AWM closer to -1 or 1 indicates
how rapid a mobile user is moving from or to its respective
access network, and a1 close to 0 depicts stationarity.

Mobile devices use a trigger threshold to initiate a sca
for available access networks [19]. Once the difference iré:
signal strength between current and candidate accessnkstwo
reaches a particular threshold, the mobile device re-&gssc 10:
and a handoff ensues. CLA-MPTCP maintains an SNR based
handoff metric@ that considers both an interface’s current
SN R, and next candidat® N R, at timetg:

o as wn

9:

11:
SNRy(to)

@= SNRi(to) + SN R (to)

if Q; < % then > subflow approaching handoff
calculateR;(to)
let Roff = Ri(to) X (1 — Ql) x M1I;
let Rpew = Ri(to) + Royy

else > non handoff subflows
calculateR;(t0)
let Ryew = Ri(to) — Royy

end if

calculate

Rpew X RTT;

BPFpan = =375,

[pkts]

setcwnd; = BDPy,g

4) 12: end for
13: re-calculatery using adjusted cwnds

The analysis from Il shows rapid variations in throughput

and RTT around an SNR trigger thresholif 20 dBm. From C. CLA-MPTCP Handoff Sage

Equation 4, naturally a§ approaches /2 the handover like-
lihood increases. This can easier be seen in Figure 5. Gaupli
MI and @ provides adequate information for MPTCP t
anticipate handovers.

A large congestion window during a handoff can be detri-
drnental to service continuity. Maintaining a large congmsti
window increases the probability of contention, RTT, queui
and packet loss which can degrade MPTCP performance

2SNR depends on received signal strength (RSS) and noiséde Appices drastically. By setting the congestion window to the pathF3D

use an RSS trigger threshold of -70 dBm.

that is the maximum number of bytes that can be in transit



across the path, guarantees we are transmitting the maximonaintained while conditions of the newly connected access
amount of bytes while avoiding packet queuing at interntedigpoint after handoff are quickly learned and utilized earlie
links at the time of handoff. than other other schemes. The data offloaded onto the LTE
When a MPTCP subflow goes through a network handdaftibflow increases aggregate throughput achieving a nearly
algorithm 2 is applied to all subflows. The intuition behind0% improvement near handovers. Drastic RTT improvements
this is that if the RTO is set too high MPTCP may be sloware shown in Figure 6d. Since MPTCP’s default congestion
to recover lost packets. If set too low, spurious RTOs causentrol algorithm relies on a path’s RTT when striping an
MPTCP to assume packets are lost when in reality they manput stream among the available subflows it does not react
simply be on their way. Analyses established that by reggttifast enough to sudden handovers across a mobile user’s path.
these values MPTCP converges quicker to the new networtBe RTT of a subflow at the point of handoff may still be less
RTT and RTO estimations. Depending on the subflow TQRan the RTT on other subflows causing MPTCP to still prefer
variant, duplicate acknowledgments are temporarily déshb and cling to it even when undergoing a handoff. Finally, a 30%
to avoid false dupacks caused by packet reordering. Finh#ly improvement in the number of packet re-transmissions and
congestion window of each subflow is set to their respectigeiplicate acknowledgments experienced by the Wi-Fi subflow
path BDP to avoid added queuing at the bottleneck as walound handovers is shown in Figure 6b.
as link overshoots. Using the path BDP ensures throughput is

not compromised as shown in Section V. VI. CONCLUSION
_ In this paper, issues dealing with handovers in HetNets were
Algorithm 2 CLA-MPTCP Handoff Stage discussed. Specifically weaknesses of transport layeoqgutst
1: if Notification of handoff on subflow then in mobile scenarios where multiple handoffs are imminent. A
2: resetRTT; and RT'O; estimations series of real world experiments in current deployed netgor
3 temporarily disable duplacks were conducted exploiting traditional TCP in mobile scenar
4: obtain pathBD Py g ios. MPTCP as a potential solution to the handoff issue is
5: setcund; = BDPyg discussed. Possible drawbacks of MPTCP in highly mobile
6: end if scenarios are presented. An additional MPTCP design goal

is suggested emphasizing the need for cross-layer agststan
In Section V service continuity and performance measurginally, Cross-Layer Assisted MPTCP (CLA-MPTCP) is de-
ments (i.e. throughput, RTT, re-transmissions and duigicssigned and evaluated. Results show the benefits of cross-lay
ACKSs) are evaluated. assistance as MPTCP quickly adapts to network conditiods an
outperforms uncoupled, coupled and olia congestion cbntro
V. CLA-MPTCP BVALUATION algorithms in scenarios where multiple handovers takeeplac
To evaluate CLA-MPTCP the network topology in Figure 6a
is built using NS3-DCE. DCE is a framework that allows REFERENCES
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