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Abstract

5G wireless networks will support massive connectivity mainly due to device-to-device communica-

tions. An enabling technology for device-to-device links is the dynamical spectrum access. The devices,

which are equipped with cognitive radios, are to be allowed to reuse spectrum occupied by cellular links.

The dynamical spectrum availability makes cognitive users switch between channels. Switching leads to

energy consumption, latency, and communication overhead in general. The performance degrades even

more when the network is under jamming attack. This type of attack is one of the most detrimental

attacks. Addressing jamming while maintaining a desired quality of service is a challenge. While

existing anti-jamming mechanisims assume stationary users, in this paper we propose and evaluate

countermeasures for mobile cognitive users. We propose two time-based techniques which, unlike other

existing frequency-based techniques, do not assume accessibility to multiple channels and hence do not

rely on switching to countermeasure jamming. We achieve analytical solutions of jamming, switching

and error probabilities. Based on our findings, the proposed techniques out perform other existing

frequency-based techniques.

I. INTRODUCTION

5G wireless networks will support 1,000-fold gains in capacity. 5G networks will also support

connections for at least 100 billion devices [1]. Deployment of networks with such a massive

capacity and connectivity poses many challenges, among which radio resource management

is the most significant. The challenge is even more acute when security concerns are taken

into account. The dynamic spectrum access provided through cognitive radios is considered

as one of the enabling technologies to deploy 5G networks [2]. In addition to primary users,
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which have priority to access a number of communication channels, secondary users, which

implement cognitive radios, may access the channels opportunistically. That in turn improves

spectrum utilization which is required for achieving high capacity networks. Cognitive users can

be self-managed as they are capable of observing, learning, and adapting to environment changes.

The self-management is a desirable capability when it comes to deploying networks with large

number of devices. However, the lack of access priority makes communication between cognitive

users more vulnerable to security attacks. Mechanisms that handle security threats and take into

account the volatility of resources need to be designed.

A. Motivations

The availability of resources to cognitive users varies over time depending on primary user

behaviors. The process of identifying and exploiting spectrum access opportunities causes per-

formance degradation [3]. Achieving a desired quality of service in cognitive networks while

handling a security attack, e.g. jamming, is a challenge. Jamming attacks are more detrimental

than other types of attacks [4]. Jammers can utilize their transmission capabilities over the limited

resources accessible by cognitive users and completely disrupt the communications between

them. As mobility of users makes communication channels both frequency and time dispersive,

the challenge of maintaining a desired quality of service is even more acute when legitimate users

are mobile. In this paper, we propose time-based anti-jamming schemes for mobile cognitive

users.

B. Related Work

There exist quite a few recent works focusing on security attacks in cognitive networks. The

primary user emulation attacks have been studied extensively, see for example [5]–[7]. A deal

of effort has also been devoted to spectrum sensing security, see, e.g. [8]–[10]. Jamming attacks

have also attracted research attention as they are more detrimental and they significantly degrade

spectrum utilization. Most of existing jamming countermeasures assume accessibility for multiple

channels and hence consider surfing between them as a way to retreat from jammers. In [11],

the authors assumed that cognitive users hop among multiple channels and randomly allocate

power to defend against jammers. They modeled interactions between jammers and secondary

users as Colonel Blotto game. They derived hopping patterns based on Markov decisions process

or some learning techniques. Similarly, the authors in [12] proposed frequency hopping based
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countermeasure and modeled the anti-jamming scheme as a game. Unlike [11], in [12] hopping

patterns are derived based on prospect theory. The work in [13] is similar to [11]. However, while

transmission power is allocated randomly in [11], the authors in [13] deployed their proposed

learning algorithms to allocate power optimally. In [14], the authors assumed that jammers and

legitimate users compete sequentially. They modeled their interaction as a game using Stackelberg

model. In their scheme, secondary users allocate power based on estimated jamming power. [15]

modeled spectrum availability and access as partially observed Markov process. The authors

in [15] assumed that users learn to retreat from jammers through, similar to the other works,

spectral surfing. They derived their retreating strategy based on multiple-armed bandit problem

with the assumption that secondary users have same knowledge about spectrum availability and

jammers. In [16], the authors also considered spectral surfing as a jamming countermeasure with

the assumption that secondary users use pre-shared secret keys for channels selection.

C. Summary of Contributions

Most jamming countermeasures exist in literature are based on frequency hopping. They

mainly differ in the strategies used to derive hopping patterns. Due to volatile access oppor-

tunities, frequency-based countermeasures are not the best choices in cognitive networks. Since

secondary users lack spectrum-access priority, whenever a primary user claims the right to use a

channel, they have to vacate it and switch to some other idle one. Mitigating jamming through

spectral surfing leads to a higher switching rate. Hence, more energy consumption, delay, and

communication overhead in general. In addition, high primary users activity reduces the number

of channels accessible by secondary users. Hence, frequency hopping techniques become less

effective as primary users become more and more active. More importantly, these techniques

work only if multiple channels are accessible. None of them addresses jamming attacks when

there is only one channel accessible by legitimate users. To avoid these limitations, we propose to

mitigate jamming through time-based techniques. In the following we summarize the properties

of our proposed countermeasures and point out their differences from existing schemes.

• We propose two time-based techniques that work with arbitrary number of channels. They

can be as few as one. Existing jamming countermeasures, however, assume accessibility to

multiple channels.

• Our techniques do not rely on switching and hence avoid any associated overhead.
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• While existing schemes assume stationary users, we assume mobile users. One of our

proposed schemes is designed to mitigate jamming and mobility effects as well (see section

III-B for details).

• We obtain closed-form formulas to a number of performance metrics including jamming

probability, switching probability, and error probability.

• Our findings show our proposed techniques outperform other existing frequency-based

techniques.

II. PRELIMINARIES AND MODELS

Notations. Operator || denotes the concatenation. dxe denotes the ceiling of x. bxc denotes the

floor of x.

Definitions.

1) key derivation function (KDF) is a function with which an input key and other input data

are used to generate keying material that can be employed by cryptographic algorithms.

2) Pseudorandom number generators (PRNG) is a deterministic algorithm used to generate a

sequence of bits which looks like random sequence, given as input a short random sequence

(the input seed).

Channels Model. Cognitive users have access to N channels licensed to some primary users.

Cognitive users opportunistically utilize the spectrum. The occupancy of each channel is modeled

as a two-state Markov chain. The average channel idle and busy interval are independent and

exponentially distributed with parameters u and v respectively. All channels are assumed to be

independent of each other and identical. Channels are both frequency and time dispersive. The

frequency dispersion is caused by the relative motion between the two communicating entities.

We consider the mobile-to-mobile channel model described in [17]. The model of primary

users applies to users in cellular networks. It is popular to model arrival of calls as a Poisson

process (i.e., exponentially distributed interarrival times), and the probability distributions of call

durations as exponential [18]. Successive interarrival times and call durations are independent

of each other in this model.

Secondary Users Model. We assume that there are n connections within the cognitive network

at most. Each connection is established between a pair of secondary users which access spectrum

opportunistically. Each user accesses no more than one channel at a time. Users operate in a
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Fig. 1. Pseudorandom time hopping system block diagram

time-slotted mode. They are required to sense the spectrum periodically to avoid interfering with

primary users. They also need to vacate a channel if it is detected to be occupied. More details

about how users get assigned to spectrum each transmission period is given in section III.

Jamming Model. We assume that there is jammer in the cognitive network with transmission

capabilities similar to secondary users. In other words, jammer is able to identify and exploit

spectrum access opportunities. It intentionally disrupts the communication between secondary

users. Jammer activities are required to be transparent to licensed users. This assumption is

reasonable and widely-used, e.g. [16], [19], and many others consider a similar assumption.

To ensure transparency, jammer, similar to legitimate users, is required to perform periodic

channel sensing. In fact, we are not concerned about primary users security. We are only

addressing jamming attacks in cognitive networks. Back to the model, jammer periodically sense

the spectrum to identify the unoccupied channels and pick one of them randomly to launch a

jamming attack. Jammer exploits its limited energy to degrade legitimate users performance

either by performing partial-time or continuous-time jamming. It aims to make legitimate users

switch between channels by making jammed channels unaccessible. However, our main goal is

to make legitimate users avoid jamming without having them switch between channels.

III. PROPOSED SCHEMES AND THEIR ANALYSIS

To mitigate jamming, we propose to spread a legitimate user data over time. More specifically,

instead of transmitting legitimate user data continuously over time, a user transmits some data

over some time, holds for some other random amount time, and then transmits again and so on.

The idea is to make the transmission instants look random to jammer. In this way, we impose

jammer to jam in a discontinuous way, otherwise, it wastes its limited power (more details about

possible jammer interactions and their effects on performance are to discussed). This idea, which
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we refer to as time hopping, is simple yet outperform frequency hopping technique. It is also

used to achieve multiple access. To apply time hopping we propose the two following schemes.

A. Private Key Based Time Hopping (PKTH)

In PKTH, we consider the capacity of a channel to be subdivided into n portions, where n

is the maximum number of connections can be established between secondary users. A user is

constrained to use only one portion for data transmission. The allocation is done by dividing the

time axis into frames. Each frame is divided into n slots of fixed length (e.g., one bit or one

packet long). According to a pairwise shared key, a user allocates one slot per a frame. A block

diagram of time hopping transmitter and receiver system is shown in Fig. 1. In any signaling

interval, time hopping pattern (slots to be occupied by the transmitted signal over time) and

channel selections are determined as described in Algorithm 1. As we do not assume multiple

channels accessibility, we only consider time evasion as a countermeasure in PKTH. However, in

case there is more than a channel accessible by the cognitive network, users take the advantage of

their pre-shared keys for spectrum access. Spectral surfing is performed to avoid interfering with

primary users. To ensure security seeds used for time hopping pattern derivation are different

from the ones used for spectrum access. The transmitter pre-shares the key and seeds with the

receiver, which in turn removes the pseudorandomness introduced to allocate transmitted signal

over time and frequency. We give a high level description of Algorithm 1 below, and discuss its

complexity.

Initialization. A trusted third party, which is in our model the primary users network base station,

distributes private keys among pairs of users. Keys are generated such that similarities between

patterns derived from different pairs are minimal such that multiple access can be achieved [20].

Cellular network base station also assigns an identification number to each legitimate user.

Pseudorandom Numbers Generation. Using the private key along with seeds (generated by

KDF using session, transmitter and receiver IDs) transmitter and receiver run PRNG to generate

pseudorandom sequence of bits used for time hopping pattern derivation (denoted by PRSeqTH)

and sequence used for channel selection (denoted by PRSeqCS).

Hopping Pattern Derivation. The generated pseudorandom sequences PRSeqTH and PRSeqCS

are truncated into chunks of dlog2 ne and dlog2Ne bits long respectively. The modulo n and

modulo N of the decimal numbers corresponding to resulted chunks are used to indicate the

allocated slot and channel.
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Algorithm 1 Time Hopping Pattern Derivation and Channel Selection Algorithm
Initialization: Executed once after the network deployment.

1: Cellular network base station assigns a private key to each pair of users.

2: Users X and Y both determine the slot g (decisionTH) and channel k ( decisionCS) to be

used for transmission. They set a to be dlog2 ne, b to be dlog2Ne, CCS , CTH ,A ,B all to be

one. SeedCS (SeedTH) denotes seed used for channel selection (time hopping). s denotes

session ID. l denotes the size of users X and Y private key K.

Pseudorandom Numbers Generation: Executed by both X and Y each session.

3: SeedCS ← KDFK(IDx ‖ IDy ‖ s).

4: PRSeqCS←PRNGK(SeedCS). Denote the binary string PRSeqCS by {xi}li=1.

5: if B = 0 then B ← 1, CCS ← 1, go to 12

6: SeedTH ← KDFK(IDy ‖ s ‖ IDx).

7: PRSeqTH←PRNGK(SeedTH). Denote the PRSeqTH binary string by {yi}li=1.

8: if A = 0 then A← 1, CTH ← 1, go to 20

Hopping Pattern Derivation: Executed every time frame by both X and Y .

9: if the last assigned channel is idle then decisionCS ← no switching.

10: else

11: if CCS ≤
⌊ l
b

⌋
then

12: k ← (
∑CCS+b−1

j=CCS
xj2

j) mod N .

13: CCS ← CCS + 1

14: if kth channel is idle then decisionCS ← switch to kth channel.

15: else

16: go to 11

17: else

18: B ← 0, update s, go to 3

19: if CTH ≤
⌊ l
a

⌋
then

20: g ← (
∑CTH+a−1

i=CTH
yi2

i) mod n. decisionTH ← allocate gth slot.

21: CTH ← CTH + 1

22: else

23: A← 0, update s, go to 6
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Algorithm complexity: The number of accessible channels, the chance of their occupancy,

the required level of security required by Algorithm 1 are all factors determine its computational

complexity. The type of the employed key derivation function, KDF, and the length of the seed

it generates play an important role in determining the running time of the algorithm. We assume

that BLAKE hash [21] based key derivation function is applied and analyze the complexity

accordingly. In BLAKE based key derivation functions, users hash some secret information (in

our case a private key, their id’s, and session id) using BLAKE hash function. BLAKE is one of

hash functions in the final of National Institute of Standards and Technology (NIST) 2007-2012

Competition for developing cryptographic hash algorithms [22]. There are two main instances

of BLAKE, BLAKE-256 and BLAKE-512. They respectively produce 256- and 512-bit digests

and run with complexity O(2561.3) and O(5121.225) [21].

The complexity of the pseudorandom number generators, PRNG, algorithm is also affected by

the output of the KDF (the input for the PRNG algorithm). The goal of the PRNG algorithm

is to generate a number that has a pseudo-random distribution such that no efficient procedure

can distinguish it from uniform distribution. The complexity of the PRNG algorithm depends on

the type of procedure the generator is secure aganist. In case efficient procedures are associated

with (probabilistic) polynomial time algorithm, the PRNG complexity is a polynomial time (in

terms of its input, the seed) [23]. I.e., the PRNG runs in O(lLs ) where ls is the seed length, and

L is an integer greater than one. Hence, the complexity of the KDF and PRNG in Algorithm 1

is O(lLs ) where ls equals either 256 or 512 depending on the used hash function. For any given

session, executing lines 6-7 is enough for allocating time slot for
⌊
l/a
⌋

time frames. Similarly,

lines 3-4 results in allocating a channel for (at most)
⌊
l/b
⌋

time frames. However, since with a

probability pbusy a channel is occupied by a primary user, it takes
⌈
1/pbusy

⌉
operations as much,

in average, to allocate a channel. The overall computational complexity of the algorithm, hence,

is O(NSNT

⌈
1/pbusy⌊
l/b
⌋ ⌉lLs ), where NS is the number of sessions, NT is the number of time frame

within each session assuming, without loss of generality, all sessions have the same number of

frames.

To analyze the anti-jamming capabilities of the time hopping system, we assume users employ

orthogonal frequency division multiplexing (OFDM) with Nc subcarriers where each subcarrier

employs either coherent binary phase shift keying (BPSK) or differential phase shift keying

(DPSK) modulation depending on the fading environment.

We further analyze a number of performance measures to evaluate this technique. We analyze
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the jamming probability and investigate its dependence on primary user behaviors. We also derive

the expression of the switching and bit error probability in the presence of jamming attack.

1) Jamming Probability: The dynamical spectrum availability makes cognitive users more

vulnerable to jamming. It is important to understand the nature of jamming probability and its

dependence on primary user behaviors. The jamming probability has its consequence on the

delay performance, error probability and hence on the network design.

Jamming probability is the probability that a jammer hits both the channel and slot assigned

to a legitimate user. At least one channel needs to be idle for a jammer to be able to jam

cognitive users communication. A channel idle time and busy time are exponentially distributed

with parameters u and v respectively. The average idle and busy intervals are denoted by T idle

and T busy respectively. The probability that a channel is idle, as a result of this model, is given by
v

(u+v)
. Considering that there are N identical and independent channels, the probability that there

are exactly i idle channels out of the N accessible channels is given by 1

(v/u+1)N−i
1

(u/v+1)i
. A

jammer chooses to jam a fraction ρ of each time frame. Jammer sets the value ρ to countermeasure

the time hopping technique, as we will see in section III-A3 and III-B. Conditioning on the

availability of i channels, the probability of jamming a channel in a given time frame is
ρ
i
. Recalling that the probability of the availability of i is given by 1

(v/u+1)N−i
1

(u/v+1)i
, and

considering that there are
(
N
i

)
possible combinations for i idle channels out of the N channels,

the jamming probability, denoted by Pj , is expressed as

Pj =
N∑
i=1

(
N

i

)
ρ

i

1

(v/u+ 1)N−i
1

(u/v + 1)i
(1)

The graph of this equation for different primary user behaviors and continuous time jamming

(ρ = 1) is shown in Fig. 2. It is observed that Pj changes drastically as primary user activities

change. The jammer is gaining from the volatile availability of spectrum. For high levels of

primary user activities (i.e., the ratio between u and v is high which means that T busy/ T idle is

high), the average number of unoccupied channels can be much less than the total number of

channels, which in turn gives jammer a higher chance to disrupt the communication of legitimate

users. Another observation we can make is that Pj can be low when there are few channels and

u/v is relatively high. The reason is that the resources are lacking for both legitimate users and

attacker. In other words, jammer is not able to jam because of lack of access opportunities. Low
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Fig. 2. Jamming probability vs number of primary user channels

Pj might seem appealing, but the lack of access opportunities leads to higher transmission delay

[3].

2) Switching Probability: In the time hopping systems no switching is performed due to

the presence of a jammer. In other words, if a jammer gets to access the same channel that a

legitimate user uses, the legitimate user is not required to switch to another channel.

Channels availability and user’s offered load β, which is defined as the ratio between the arrival

probability and service probability, determine if a channel handoff needs to be performed within

a particular time frame. For stability conditions β is assumed to be less than unity. The arrival

probability λ is the probability that a user generates a data packet within a frame duration. The

service probability µ is the probability that a cognitive user gets a channel access opportunity for

at least slot duration Ts. The service probability, derived in [3], is the probability that at least a

channel is idle (which is given by (1− 1
(1+v/u)N

)) multiplied by the probability that the channel

is idle for at least a time frame (which is, considering our channel model, given by e−uTs). In

other words, the service probability is expressed as [3]

µ = (1− 1

(1 + v/u)N
)e−uTs (2)

The probability that a user switches between channels at any frame is the probability that the

last assigned channel is busy during that frame while there is another channel idle and offered

load is greater than zero. The switching probability is written as
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Fig. 3. Switching probability vs number of primary user channels

Psw = β
N−1∑
i=1

(
N − 1

i

)
1

(v/u+ 1)N−i
1

(u/v + 1)i
(3)

The justification behind this equation is similar to that made for Equation(1). In Equation(3),

however, the limit of the sum does not exceed N − 1. That is intuitive since, excluding the

channel a user is currently assigned to, the user can only switch to one of N − 1 channels

at most. In Fig. 3, we plot the switching probability for time hopping system along with the

corresponding probability in frequency hopping system where legitimate users are required to

vacate a channel whenever it is jammed. [15], [16] and some other existing works assume that

successful channel jamming leads to switching. We set u = 2, v = 1, and slot duration Ts = 100

msec. It is observed that switching probability for the time hopping system is relatively low.

Because of high jamming probability, the switching probability of frequency hopping system is

much higher than that for the time hopping, especially with few channels.

3) Error Probability: We investigate the probability of error for the additive white Gaussian

noise (AWGN) channels and mobile-to-mobile fading channels. The jamming signal is modeled

as a Gaussian random process with zero mean. Similar jamming signal model is commonly

considered in the literature (e.g., [16], [24], [25]).

a) Error Probability in AWGN Channel: The jammer jams ρ fraction of the total frame

time. If the jamming power per frame is J , then the received jamming-signal variance per slot



12

Fig. 4. Error probability vs jamming fraction

is ρJ . Assuming that the jamming power dominates the noise, the probability of error is given

by

Pe =
N∑
i=1

(
N

i

)
ρ

i

1

(v/u+ 1)N−i
1

(u/v + 1)i
Q
(√2ρEs

J

)
(4)

where Q(x) = 1√
2π

∫∞
x
e−t

2/2dt and Es is the average symbol energy. Equation (4) follows

from Equation (1) and the BPSK error probability [25].

Attacker sets ρ to countermeasure legitimate user anti-jamming techniques. The jammer selects

ρ that causes the worst legitimate users performance. In Fig. 4, for several values of Es/J we

plot the probability of error versus jamming fraction time ρ. As legitimate-to-attacker power ratio

increases, the attacker can make legitimate users performance worse by focusing its power over

smaller fraction time. Otherwise, the attacker wastes its power without degrading the performance

of legitimate user significantly. That is to say that by making legitimate user discontinuously

transmit its data and randomly allocate data over time, we impose jammer to follow the same

strategy (i.e., jam discontinuously), which is turn reduces the probability of jamming.

b) Error Probability in Mobile-to-Mobile Fading Channel: Within each OFDM subcarrier

the channel is assumed to be non-selective Rayleigh fading with zero mean Gaussian channel

gain. The cross correlation between lth subcarrier channel gain at time t+ τ (αl(t+ τ)) and the

and kth subcarrier channel gain at time t (αk(t)) can be factorized into two factors Rt(τ) and
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Rf (τ). While Rt(τ) represents the temporal correlation of the channel gain, Rf (τ) represents

the correlation across subcarriers. We consider the mobile-to-mobile model described in [17] to

characterize our channel. Rt(τ) in this model is expressed as 2J0(2πfm1τ)J0(2πfm2τ). Where

J0(.) is the zero order Bessel function. In this model the communicating users both can be in

motion. fm1, and fm2 are the maximum Doppler frequency due to the motion of the transmitter

and receiver respectively. Without loss of generality, fm2 can be represented in terms of fm1 as

afm1, where 0 ≤ a ≤ 1. The power spectral density PSD(f) corresponding to Rt(τ) is given

in [26] and expressed in Equation(5). The multipath power intensity profile which describes the

frequency selectivity of channels is modeled as an exponential.

PSD(f) =
1

π2fm1

√
a


1

x
K(

1

x
) if |f | ≤ (1− a)fm1

K(x) (1− a)fm1 < |f | ≤ (1 + a)fm1

0 |f | > (1 + a)fm1

(5)

where x ,
1 + a

2
√
a

√
1−

( f

(1 + a)fm1

)2 and K(x) ,
∫ π/2
0

dt√
1− x2sin2t

dt is the complete

elliptical integral of the first kind. Due to the mobility of users, all OFDM subchannels ex-

perience frequency dispersion, leading to intercarrier interference. The OFDM baseband signal

transmitted over the channel is expressed as s(t) = 1√
Ts

∑Nsc−1
i=0 sie

j2πi/Tst, where 0 ≤ t ≤ Ts,

Nsc is the number of subcarriers. si, i ∈ {1, .., Nsc}, represents the BPSK symbol at the ith

subcarrier. The subcarrier symbols are assumed to be independent and identically distributed,

each with zero mean and average energy Es. The received baseband signal is expressed as

sr(t) = 1√
Ts

∑Nsc−1
i=0 αi(t)sie

j2πi/Tst + j(t), where j(t) is the jammer signal. The lth subchannel-

gain variations over time αl(t) can be expressed as αl(Ts/2) + άl(t− Ts/2), 0 ≤ t ≤ Ts, where

άl is the lth subchannel-gain first derivative [27]. To detect the lth symbol, the received signal is

passed through a correlator tuned to the lth frequency. The received lth symbol ŝl is expressed

(as in [25]) as
1√
Ts

∫ Ts
0
sr(t)e

−j2πfltdt. Where fl is the lth carrier frequency. As a result, ŝl is

expressed as

ŝl = αl(Ts/2)sl +
Ts

2jπ

Nsc−1∑
i=0
i 6=l

άl(Ts/2)sl
(i− l)

+ jl (6)

Where jl is the jamming signal at the lth subcarrier. Due to the mobility of users, subchannels

interfere with the lth subcarrier (second term in Equation(6)). Considering the power spectral
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density of the channel, the average power of intercarrier interference at the lth subchannel Il is

expressed as

Il =
4EsT

2
s

π2fm1

√
a

Nsc−1∑
i=0
i 6=l

1

(l − i)2

[ ∫ (1−a)fm1

0

f 2 1

x
K(

1

x
)df

+

∫ (1+a)fm1

(1−a)fm1

f 2K(x)df

]
(7)

The probability of error, corresponding to detecting the symbol at the lth subcarrier, is defined

only if there exists at least one idle primary user channel. The lack of a channel access opportunity

causes a service delay [3]. The error probability conditioned on the subchannel gain is given by

Pe|αl
=

N∑
i=1

(
N

i

)
1

(v/u+ 1)N−i
1

(u/v + 1)i[
ρ

i
Q(

√
2Es|αl|2
ρJ + Il

) + (1− ρ

i
)Q(

√
2Es|αl|2

Il
)

]
(8)

Equation (8) can be derived from Equation (1) and (4). By averaging over the distribution of

the subchannel gain we obtain the unconditional error probability which can be expressed as

Pe =
1

2

N∑
i=1

(
N

i

)
1

(v/u+ 1)N−i
1

(u/v + 1)i[
ρ

i

(
1−

√
γ1

1 + γ1

)
+ (1− ρ

i
)

(
1−

√
γ2

1 + γ2

)]
(9)

where γ1 = 2EsE[|αl|2]
ρJ/+Il

, and γ2 = 2EsE[|αl|2]
Il

. E[|αl|2], which is normalized to unity, denotes

the average value of |αl|2. Note that for a deterministic number c, the random variable c|αl|2

has a chi-square probability distribution given by c−1exp(−c−1|αl|2).

In Fig. 5, we plot the error probability for the subcarrier in the middle of a channel (l = 128).

We set the number of primary user channels to four (N = 4), number of subcarriers to 256,

ρ to 0.1, average busy to idle time to unity (u/v = 1), receiver to transmitter speed ratio to

be 0.5 (a = 0.5), and the product of maximum Doppler frequency and slot duration (Tsfm1)

to 0.05. We observe from the figure that the probability of error reaches a limit such that any

increase in Es/J no longer improves the performance. In other words, increasing legitimate-

to-jammer power ratio makes no difference after a certain threshold as mobility effects starts

to dominate jamming effect. This limit, which can be derived by taking the limit of Equation



15

Fig. 5. Error probability vs legitimate-to-attacker power ratio

(9) as Es/J goes to infinity, is referred to as irreducible error probability [28]. For a given

transmitter and receiver speed, if a higher quality of service is desired, an adjustment in the

slot duration needs to be made (to reduce the value of Tsfm1) so that the effect of mobility is

mitigated. Also we can observe that for low legitimate-to-attacker power ratio, the pseudorandom

time hopping system outperforms the frequency hopping system. In other words, when jamming

power is relatively high, our system achieves with less power the same level of performance that

frequency hopping systems achieve. That is because, in the time hopping system we enforced

jammer to discontinuously jam. One might think that we are not utilizing our resources, as

we only allocate one slot for a legitimate user within each frame. However, our system is a

multiusers system where each slot can be allocated to a different user. As legitimate-to-attacker

power ratio increases, the intercarrier interference domains the jamming effect and time and

frequency hopping systems perform similarly.

To overcome the performance improvement limitations and mitigate the fading channel effects,

we propose another time hopping technique.

B. Selective Diversity Based Time Hopping (SDTH)

SDTH anti-jamming technique is similar to PKTH, however, in this scheme we consider the

channel quality in the hopping pattern derivation. The time axis is divided into frames. The time

frame is subdivided into s subframes, which are in turn divided into ns slots. In any signaling
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interval, based on a shared key, a user selects a subframe. Within the selected subframe, slot

to be allocated with user’s transmitted signal is determined based on channel quality. Channel

envelope-crossing rate, which is the rate at which the transmitted signal envelope crosses a

specified level, can be a criteria for channel quality determination. Duration of fades defined

as average time during which signal envelope remains below a certain level is another channel

quality measure. Mobile-to-mobile channel statistical properties that can be used to determine

channel quality over time are analytically characterized in [29]. In SDTH, best channel gain

is our criteria for subrames slot allocation. Best gain in the sense that the allocated slot has

the maximum channel gain among the subframe slots. The estimation method presented in [30]

can be used to determine the channel with the best quality. Channel coherence time, which

characterizes the time varying of the frequency dispersiveness caused due to mobility of users,

is an important SDTH design parameter that needs to be considered in determination of slot and

frame durations. The slot duration should be small (smaller than channel coherence time) so that

channel variations within the slot are small. Also, since coherence time quantifies the correlation

of channel gain at different times, to ensure security, frame duration should be larger than the

coherence time. In other words, frame durantion should be set such that channel responses for

different frames are uncorrelated.

We further analyze analytically the scheme error probability and compare it with the corre-

sponding probability of PKTH. We will show, in different fading environments, SDTH improves

the probability of error considerably over PKTH and hence over frequency hopping.

There is a correlation between channel gains at different slots in the subframes, in general.

Using the probability joint distribution of channel gains at different slots to obtain the error

probability is complicated and does not lead to a closed form solution. The correlation between

the channel gains can be described by their joint characteristic function [31]. Considering the

correlation between the ns subframe slots, the error probability of an allocated slot is expressed

as [31]

Pe =

∫ ∞
−∞

..

∫ ∞
−∞

CF (x1, .., xns)f(x1, .., xns)dx1..dxns (10)

CF (x1, .., xns) is the characteristic function which is defined as E[ej(x1r1+..+xnsrns )]. Where

ri , |αsi |2, and αsi is the ith slot channel gain ∀ i ∈ {1, .., ns}. ri is distributed as chi-

squared with two degrees of freedom. CF (x1, .., xns) is expressed as det(A)−1. where A(l, l) =
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1− jxlE[rl], and A(l, k) =
√
cVrlVrk ∀ l, k ∈ {1, .., ns}. c is the correlation coefficient between

rl and rk, Vrl is the variance of the random variable rl. f(x1, .., xns) is given by

f(x1, .., xns) =
1

(2π)ns

∫ ∞
0

Pe|rh(r, x1, .., xns)dr (11)

Where r is the maximum of r1, .., rns and h(r, x1, .., xns) is given by

h(r, x1, .., xns) =
ns∏
l=1

[ ns∑
k=1

(−1)k+1

∑
b1+..+bns

j(b1x1 + ..+ bns)

exp(jr((b1x1 + ..+ bns)))

]
(12)

Depending on the fading environment, it can be difficult for coherent systems such as phase

shift keying to maintain coherence over a single pulse duration. With out loss of generality,

we consider differential phase shift keying modulation to express Pe. The error probability

conditioned on the availability of at least one channel for a fixed r is given by

Pe|r =
ρ

2

N∑
i=1

(
N

i

)
1

i (v/u+ 1)N−i
1

(u/v + 1)i
×(

exp
(
− Esr

(J/ρ+ I)

)
− exp

(
−Esr

I

))
+

1

2

(
1− 1

(v/u+ 1)N

)
exp
(
−Esr

I

)
(13)

Considering the error probability of DPSK [25], Equation (13) can be derived similar to

Equation (4). By plugging Equation (13) and (12) into equation (11) which in turns plugged

into (10) gives the closed form of the error probability for any fading environment, jamming

strategy, and primary user activities level. For mathematical tractability, we evaluate SDTH error

probability when number of slots within a subframe ns is two. In this case, Pe is expressed as

follows

Pe =
2ρ

(4π)2

[ N∑
i=1

(
N

i

)
1

i (v/u+ 1)N−i
1

(u/v + 1)i∫ ∞
−∞

∫ ∞
−∞

(
f1(x1, x2)− f2(x1, x2)

)
dx1dx2

+
(

1− 1

(v/u+ 1)N

)∫ ∞
−∞

∫ ∞
−∞

f2(x1, x2)dx1dx2

]
(14)
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Fig. 6. Error probability vs legitimate-to-attacker power ratio

Where fi(x1, x2) for i ∈ {1, 2} is given by

fi(x1, x2) =
1

(x1E[r1] + j)(x2E[r2] + j)
×

(x1 + x2 − 2jγi)

(x1 − jγi)(x2 − jγi)(x1 + x2 − jγi)
(15)

Where γ1 = EsE[r]
J/ρ+I

, and γ2 = EsE[r]
I

.

In Fig. 6, we plot SDTH error probability vs legitimate-to-attacker power ratio for various

values of correlation coefficient. We consider both the cases when there is no correlation between

slots (c=0) and the correlation coefficient is 0.7. We assume that there are two identical primary

user channels. The probability that a channel is idle is half. The fraction of jammed frame time

ρ is half. The product of maximum Doppler frequency and slot duration is 0.05, the receiver-to-

transmitter speed ratio is 0.5. E[r1] and E[r2] are normalized with respect to E[r] each equals

4/3, the variance of both r1 and r2 equal four.

Fig. 6 shows that SDTH technique reduces error probability significantly over PKTH scheme.

The reduction becomes more significant as the intecarrier interference dominates jamming (i.e., as

legitimate-to-attacker power ratio increases). Furthermore, we observe that a correlation between

slots leads to more performance improvements. The number of slots within a frame, number of

subframes, and the duration of time slots can all be designed such that slots within a subframe

are correlated to maintain a desired error performance.
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Fig. 7. Error probability vs legitimate-to-attacker power ratio

In Fig. 7, for correlation coefficient equals 0.7 and various values of jamming fraction time ρ,

we plot the error probability for both PKTH and SDTH. The figure shows that in case of SDTH,

when the jammer power is relatively high (i.e, Es/J is low) as the percentage of time jammed

increases, legitimate user performance can be degraded significantly. In other words, if the power

of jammer is high, it can contentiously jam (ρ = 1) and hence the performance of legitimate user

becomes worse than that if it jams partially (ρ < 1). However, as jammer-to-legitimate power

ratio decreases, the lower the jamming fraction time, the worse the performance it can be. These

observations agree with those made from Fig. 4 in the sense that jammer can lead to worst case

performance depending on its power and percentage of jammed time.

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed two time based jamming countermeasures. While taking into

account jamming attacks, mobility of users, and spectrum availability dynamics, we obtained

the analytical solutions of jamming, switching, and error probabilities. We showed that our anti-

jamming methods outperform the frequency hopping anti-jamming scheme in terms of switching

probability, and error probability. Proposing a game theoretical approach in which we exploit

the mobility of users to mitigate jamming is underway.
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