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Abstract—This paper presents an efficient architecture for a 4-D
eight-phase-shift-keying trellis-coded-modulation (TCM) decoder.
First, a low-complexity architecture for the transition metric unit
is proposed based on substructure sharing. This scheme signifi-
cantly reduces the required computation without degrading the
performance. Then, a new hybrid -algorithm for a Viterbi de-
coder is developed by applying a -algorithm on both branch met-
rics (BMs) and path metrics (PMs). TCM encoders usually em-
ploy high-rate convolutional codes that yield many more transition
paths per state than low-rate codes do. This makes it feasible to
purge unnecessary additions by applying the -algorithm on BMs.
Applying the -algorithm on BMs instead of PMs allows one to
move the “search-for-the-optimal” operation out of the add–com-
pare–select-unit (ACSU) loop. Hence, the clock speed will not be
affected. In addition, by combining the -algorithm on BMs and
the -algorithm on PMs, the hybrid -algorithm can reduce the
computations required with the conventional -algorithm on PMs
by as much as 50%.

Index Terms—Add–compare–select unit (ACSU), -algorithm,
trellis-coded modulation (TCM), Viterbi decoder (VD), VLSI.

I. INTRODUCTION

T RELLIS-CODED modulation (TCM) is a technique that
combines error-correcting coding and modulation in dig-

ital communications [1]. The scheme gains noise immunity over
uncoded transmission without expanding the signal bandwidth
or increasing the transmission power. By partitioning signal set
into groups, TCM uses signal mapping to increase the Euclidean
distance, rather than the Hamming distance, between codes [2],
[3]. In 1-D TCM systems, constellation points are usu-
ally used for transmitting bits. TCM schemes using multi-
dimensional constellations have been shown to further improve
the error performance. In [4], a systematic approach to partition
multidimensional signals is proposed. Although iterative error
correction codes (ECCs) such as turbo codes [5] and low-density
parity-check codes [6] are popular due to their near-Shannon-
limit decoding performance, TCM has the advantage of low de-
coding latency over these iterative codes.

Reducing complexity while maintaining a high speed and a
good performance is a challenging issue for multidimensional
TCM decoders. In fact, only a few existing articles have dis-
cussed the implementation aspects of TCM decoders [7]–[10],
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among which only [10] is about 4-D eight-phase-shift-keying
(8PSK) TCM. In [10], a general architecture for a 4-D 8PSK
TCM decoder is presented. The auxiliary-trellis-based transi-
tion metric unit (TMU) and a conventional Viterbi decoder (VD)
are employed in this design. In this paper, we propose a new
low-complexity architecture for a 4-D 8PSK TCM decoder. The
main contributions of the proposed scheme include an efficient
architecture for the TMU to significantly reduce the computa-
tional complexity compared with existing schemes without de-
grading the performance and a hybrid -algorithm and archi-
tecture for the VD. The hybrid -algorithm applies the -al-
gorithm on both branch metrics (BMs) and path metrics (PMs),
which results in significant reduction of the required compu-
tation compared with the conventional -algorithm applied on
PMs only.

The rest of this paper is organized as follows. Background
information, including the 4-D 8PSK TCM system, TCM de-
coder, and design issues, will be introduced in Section II. In
Section III, the low-complexity high-speed TMU is proposed.
Section IV focuses on the architecture design of the VD with
the hybrid -algorithm. Section V provides FPGA implemen-
tation results, followed by conclusions in Section VI.

II. BACKGROUND

A. Four-Dimensional TCM 8PSK System

The convolutional encoder and constellation mapper for the
4-D 8PSK TCM system designed in this paper can be found in
[11]:

1) 64 trellis states;
2) rate-3/4 convolutional code;
3) rate of modulation: , where , 9,

10, or 11.
Construction of optimal TCM codes is beyond the scope of

this paper, and the related details can be found in [4]. In our de-
sign, the decoders for the four different modulation rates are in-
tegrated into a reconfigurable 4-D 8PSK TCM decoder, in which
common modules can be shared. Among the four modulation
rates, the case of is the most complex one, which
dominates the overall computational complexity. Therefore, for
simplicity, we only discuss in detail the case of ;
the design processes for the other three cases are similar, and we
only provide some conclusions.

From the VLSI implementation perspective, a TCM encoder
consists of four main parts: a differential encoder, a binary con-
volutional encoder, a multidimensional mapper, and a modu-
lator (e.g., 8PSK), as shown in Fig. 1.

The differential encoder is shown in Fig. 2, where FA repre-
sents a full adder and D represents a D flip-flop. Unlike normal
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Fig. 1. Encoder of the 4-D 8PSK TCM for the case of �� � �����.

Fig. 2. Differential encoder.

differential encoding, the encoder here performs the mod-8 op-
eration on the current input data and the data buffered in the
delay elements.

The details of the convolutional encoder will be discussed in
Section IV. The mapping equation is expressed in (1), where

corresponds to four sets of 8PSK symbols and

represents 12 binary input bits [10]

(1)

Correspondingly, the TCM decoder includes a TMU; a soft-
decision VD, which provides optimal decoding performance
for convolutional codes; a demapper; and a differential decoder
(DFD), as shown in Fig. 3. The delay chain is used to buffer
the paths associated with each BM generated by the TMU. The

Fig. 3. Four-dimensional 8PSK TCM decoder diagram.

“path” refers to the 12 bits of information from the four dimen-
sions of 8PSK signals. Since there are only 16 BMs [10] in this
case, using a 4-b index is more efficient than using the 12-b path
information inside the VD. When the VD outputs the decoded
index, the corresponding path will be sent to the demapping unit
(DMU) and DFD for further processing. Implementation of the
DMU and DFD is straightforward; the most challenging and
hardware-consuming parts are the VD and TMU.

B. TMU

The main difference between the trellis diagrams of a TCM
system and a normal convolutional coded system is that, in the
former case, there are parallel paths in state transitions, which
extend from one state and end at the same state. As shown in
Fig. 1, for any encoded sequence “ ,” there are 256
different 4-D 8PSK signal groups (combinations of ).
Therefore, before performing Viterbi decoding, a TMU is used
to find the optimal paths among each group of the parallel paths
as the BMs. Theoretically, the BM for a soft-decision VD in
multidimensional TCM is represented as the sum of the Eu-
clidian distance from each dimension of the signal sets [4]. In a
multidimensional TCM decoder, the TMU could be very com-
plex. For example, as shown in Fig. 1, each BM has 256 candi-
dates. The structure of the auxiliary trellis has been presented in
[10] to remove the redundant operations in the TMU by sharing
intermediate results among all the BM candidates. However,
the computational complexity is still considerably high. The de-
tails of the auxiliary-trellis-based structure will be discussed in
Section III.

C. VD

A typical functional diagram of the VD is shown in Fig. 4.
First, the BMs from the TMU are fed into the add–compare–se-
lect unit (ACSU) that recursively computes PMs and outputs de-
cision bits for each possible state transition. Then, the decision
bits generated by the ACSU are stored in and retrieved from the
survivor-path memory unit (SMU) in order to decode the source
bits along the final survivor path. The PMs of the current itera-
tion are stored in the PM unit (PMU) and read out for use in the
next iteration.

For VD implementation, research efforts have focused on
ACSU and SMU. ACSU implementation is critical because the
feedback loop makes it the bottleneck for high-speed applica-
tions. Additionally, as the constraint length increases, the
number of states and computation in ACSU increase exponen-
tially. Several algorithms such as the -algorithm [12] and
the -algorithm [13], [14] have been proposed to reduce the
computation in ACSU. In the -algorithm, this is achieved by
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Fig. 4. Functional diagram of a VD.

keeping optimal states and purging the rest. In the -algo-
rithm, a threshold is set, and the difference between each
PM and the optimal one is calculated. The algorithm compares
the differences with ; only the states with a difference that is
less than survive and are used for the calculation in the next
cycle. Both methods have the potential for significant power
savings. In practical implementation, however, the -algorithm
is more popular than the -algorithm for two reasons: 1) It
can adaptively adjust the number of purged states according
to run-time channel conditions, and 2) it has lower computa-
tional complexity since the -algorithm only needs to find out
the optimal PM (maximum or minimum value, depending on
different implementations), while the -algorithm involves a
sorting process for values. However, the -algorithm
still requires the search of the optimal PM in the ACS loop. The
extra comparison operation will affect the clock speed of the en-
tire design. Although it is possible to implement a fully parallel
structure for the comparison operation, it will cause significant
hardware overhead. Recently, several novel VLSI architectures
are proposed to remove or reduce the loop latency with reason-
able hardware overhead. For example, in [19], instead of finding
the exact optimal PM, an estimated value is obtained. Then, a
compensation scheme outside the loop is used to adjust the es-
timated optimal PM.

There are two basic schemes for SMU implementation:
the register-exchange (RE) scheme and the trace-back (TB)
scheme. Because of the maximum-likelihood (ML) path
searching in SMU, the VD usually causes a decoding latency
proportional to the constraint length . The RE scheme is well
suited for low-latency high-speed applications, while the TB
scheme consumes less power. Although there exist extensive
works on reducing the latency of the TB scheme [15]–[18],
none of them could achieve the latency of the RE scheme, even
at the expense of a huge power consumption overhead. Another
advantage of using the RE scheme is that the -algorithm on
PM can be efficiently exploited in RE design. Thus, the RE
scheme is adopted in our design.

The algorithms discussed previously are general solutions
for VDs. TCM schemes usually employ high-rate codes (e.g.,
the rate-3/4 codes in our case), and the unique properties of
high-rate codes can be explored to construct more efficient ar-
chitectures for the corresponding VD.

III. LOW-COMPLEXITY TMU DESIGN

There are two common ways for the design of TMU: 1) ROM-
based approach and 2) arithmetic (online) computation-based
solution. In order to reduce hardware, as well as to pipeline the
computation unit for high clock speeds, the second approach
is adopted in our design. Exploiting the auxiliary trellis [10],

we design two efficient methods to reduce the computational
complexity.

A. Simplified Computation of Euclidian Metrics

Given a received 8PSK symbol and a target constel-
lation point A: ( for 8PSK signals),
the Euclidian distance is computed as

(2)

Note that, for all , remains the
same. Finding the minimum of (the closest
constellation point to the received signal) is equivalent to
finding the maximum of

. Thus, we only need to consider the
following distance:

(3)

Furthermore, because all the possible constellation points
are equally spaced on a circle with the phase of ,

, it has been found in [10] that and
satisfy the following conditions:

Hence, only four sets of (3) need to be calculated. The Eu-
clidean metrics are computed as

(4)

It is clear from (4) that only two multiplications are required.

B. Sharing of BM Computation

In the 4-D 8PSK TCM decoder, 16 BMs are selected
from 4096 (i.e., ) candidates every cycle. From Fig. 1, the
16 BMs are related to the 16 combinations of , , ,
and . Let BM 0000 denote the branch metrics related to

, let BM 0001 denote the BM
related to , and so on. Each can-
didate is the sum of the four Euclidian metrics of the received
signal set . By applying the aforementioned
simplified Euclidian metrics to BMs, the number of candidates
is reduced from 4096 to 256 (i.e., 4096/16) since the number
of Euclidian metrics from each signal set is reduced by half.
Now, each BM is selected among only 16, rather than 256,
candidates. A straightforward implementation requires three
serial addition stages to compute the candidates and several
comparison steps to find the BMs. Since the results at each
addition stage can be shared for further computation, using the
auxiliary trellis [10] can eliminate redundant additions.

Fig. 5 is an example that illustrates the process of computing
BM 0000. From the left to the right, in each
step denotes the Euclidean metrics of the received symbol from

Authorized licensed use limited to: OREGON STATE UNIV. Downloaded on May 31,2010 at 21:46:55 UTC from IEEE Xplore.  Restrictions apply. 



HE et al.: EFFICIENT 4-D 8PSK TCM DECODER ARCHITECTURE 811

Fig. 5. Example of auxiliary trellis to simplify the BM calculation.

, , , and , respectively. The same rule applies to all
equations and figures in the rest of this paper. The 16 candidates
for BM 0000 are , ,

, , ,
, , ,
, , ,
, , ,
, .

By using the auxiliary trellis, the total number of additions
is reduced from 768 (i.e., 3 16 16) with the straightforward
implementation to 336 (i.e., ). However, the number
of comparisons remains the same. In this paper, we propose a
new approach that further reduces the number of additions by
half. In addition, about two-thirds of the comparisons are re-
moved.

The key idea of the improvement is as follows. Let us again
take BM 0000 as an example. In the auxiliary-trellis approach,
as shown in Fig. 5, to compute each candidate BM, three serial
addition stages are performed to compute 16 candidates in par-
allel. Then, one survival BM is chosen from the 16 candidates.
A careful examination of the added Euclidian distances reveals
that, in the last addition stage, there are only four different values
to be added onto the 16 candidates, as indicated in Table I.

This property can be exploited to reduce the number of ad-
ditions in the last stage by rearranging the calculation flow in
Fig. 5. In the proposed approach, the 16 candidates are divided
at the end of the second addition stage into four groups, which
is represented by in Table I. The four can-
didates in each group are supposed to add the same Euclidian

TABLE I
GROUPING OF THE CANDIDATES FOR BM 0000

metric of later. Before the last addition operation, one sur-
vival candidate is chosen from each group. Then, in the last addi-
tion stage, only four additions, instead of 16, are required. Based
on the two-step comparison method, an algorithmic strength re-
duction scheme is introduced, which significantly reduces the
needed comparisons. As shown in Fig. 6, the computation pro-
cedure is rearranged: Two serial comparison operations are in-
serted between the second and third addition operations. Fur-
thermore, the survival candidates after comparison step 1 can
be shared by four BM computations (i.e., BM 0000, BM 0001,
BM 1000, and BM 1001 share the same survival candidates, as
listed in Tables I–IV).

The other 12 BMs have the same property and can be cate-
gorized into three clusters; in each cluster, four BMs share the
survivor candidates after comparison step 1. The total number of
additions of the proposed architecture is from the first
two addition stages plus 4 16 from the third addition stage.
Meanwhile, the comparison operations are also reduced. The
computational complexities of the three methods are summa-
rized in Table V.

The same structure can be extended to the cases of
and , in which the same method could be

employed. For the case of , since there are only two
candidates for each BM, the structure based on the conventional
auxiliary trellis [10] is as efficient as the proposed approach. A
detailed comparison of computational complexity is provided in
Table VI.

IV. HYBRID -ALGORITHM FOR VD

A. -Algorithm on BMs

In the 4-D 8PSK TCM system, signals with different modu-
lation rates use the same convolutional code, as shown in Fig. 7.

Unlike low-rate codes (e.g., 1/2 and 1/3) that have two in-
coming paths for each state, high-rate convolutional codes gen-
erate many more paths in state transitions (eight in the afore-
mentioned case due to the 3 input bits). When applying Viterbi
decoding on these codes, more BMs are involved (16 in the
aforementioned case because of the 4 output bits). Motivated by
the conventional -algorithm, we found that eliminating redun-
dant additions is an effective way to reduce the computational
complexity. In our case, since the number of BMs is so large,
BMs also play a very important role in determining the overall
complexity. Since PMs and BMs are evenly distributed in ACSU
calculations, purging a BM is equivalent to purging four PMs
in terms of equivalent number of additions being eliminated.
Therefore, the -algorithm could be applied on BMs instead of
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Fig. 6. Computation of BM 0000 using the proposed two-step comparison
method.

TABLE II
GROUPING OF THE CANDIDATES FOR BM 0001

TABLE III
GROUPING OF THE CANDIDATES FOR BM 1000

PMs. The process is the same as in the conventional -algorithm
applied on PMs: first, finding the optimal BM—the maximum

TABLE IV
GROUPING OF THE CANDIDATES FOR BM 1001

TABLE V
COMPUTATIONAL COMPLEXITY COMPARISON FOR THE �� � ����� CASE

TABLE VI
COMPUTATIONAL COMPLEXITY COMPARISON FOR ALL CASES

Fig. 7. Rate-3/4 convolutional encoder.

value of all 16 BMs in our case—and setting up a threshold, and
then comparing the difference between each BM and the max-
imum value. If the difference is larger than the threshold, the
corresponding BM is purged, which means that, in ACSU, the
additions involving the purged BMs are not performed.

The benefit of applying the -algorithm on BMs is obvious.
In our case, finding the maximum value of 16 BMs is more effi-
cient than searching for the maximum value of 64 PMs, not only
because the number of BMs is less than the number of PMs but
also due to the fact that each BM is the sum of the Euclidian met-
rics from four signal sets. The maximum value of BMs is equiv-
alent to the sum of the maximum Euclidian metrics from each
signal set. Finding four maximum values and then adding them
is much more convenient than finding the maximum value of 16
arbitrary data. Additionally, the processes of finding the max-
imum value of BMs and calculating 16 BMs could take place
in parallel since the maximum BM is derived directly from the
Euclidian metrics. This property can be explored to eliminate
the latency caused by the process of calculating the maximum
value in a normal case that needs to obtain the values of all BMs
first.
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Fig. 8. Functional diagram of a VD with the � -algorithm on PM.

Fig. 9. Functional diagram of a VD with the � -algorithm on BM.

A more important advantage of the proposed method is the
improvement of clock speed. The computation of the BMs
is a feedforward process that can be theoretically pipelined
to achieve a clock speed as high as needed, and there is no
additional process or calculation in the ACS loop. By com-
paring Figs. 4, 8, and 9, it is easily seen that the VD with the

-algorithm applied on BMs can maintain almost the same
clock speed as the regular VD in Fig. 4.

We have pointed out in Section II that the conventional -al-
gorithm applied on PM could perform well for the RE scheme.
When a state is purged in ACSU, the corresponding registers in
SMU are not updated; thus, the power consumption is reduced.
Generally, the scheme can be implemented by clock gating. For
the -algorithm on BMs, when the BMs involved for calculating
a new PM are all purged and the PM cannot get a valid value,
the corresponding state can be treated as “purged.” Again, the
registers associated with the “purged” state will not be updated
in SMU.

It is necessary to examine the bit-error-rate (BER) perfor-
mance and computational complexity of the conventional VD
with the -algorithm applied on PMs and the proposed VD with
the -algorithm applied on BMs. Figs. 10 and 11 show the BER
performance of these two methods for the case of .
When the threshold drops to below 0.3, a dramatic performance
loss for both cases is observed; at a threshold of 0.3, the BER
performance of the proposed scheme is slightly better than that
of the conventional scheme with the -algorithm applied on
PMs.

The corresponding average computational complexity for the
case with a threshold of 0.3 is shown in Fig. 12. The average
computational complexity refers to the number of additions in
each cycle. For a regular VD, the computational complexity
is 64 (number of states) 8 (number of input BMs per state)

. From the simulation result shown in Fig. 12, we observe
that, as the signal-to-noise ratio (SNR) changes, the number
of purged computation changes accordingly in the case of the

-algorithm on PMs, whereas in the case of the -algorithm
on BMs, the number of purged computation remains almost the
same, regardless of the channel condition. It may be noted that

Fig. 10. BER performance of the � -algorithm on PMs.

Fig. 11. BER performance of the � -algorithm on BMs.

the computational complexity of the proposed -algorithm ap-
plied on BMs looks more like that of the -algorithm rather
than the conventional -algorithm. Therefore, when the SNR is
low, the computational complexity of the proposed scheme is
lower than that of the conventional scheme. In the high-SNR re-
gion, however, the conventional scheme has a lower complexity
than the proposed one.

Although the proposed -algorithm on BMs cannot save as
many computations as the conventional -algorithm on PMs
can in the high-SNR region, it still has the advantages of lower
complexity, higher throughput, and better BER performance.

B. Hybrid -Algorithm

The proposed -algorithm on BMs not only provides an al-
ternative to the conventional -algorithm on PMs but also gives
insights leading to techniques that can further reduce computa-
tions.

From Figs. 8 and 9, we observe that implementing the -al-
gorithm on BMs does not require any change to the architecture
of the conventional -algorithm on PMs. This feature makes it
possible to combine the two schemes together and purge more
computations in ACSU. The functional diagram of the resulting
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Fig. 12. Computational complexities of the � -algorithm on PMs and BMs.

Fig. 13. Functional diagram of a VD with the hybrid � -algorithm.

scheme is shown in Fig. 13, which is called the “hybrid -algo-
rithm” in this paper. The details of the hybrid -algorithm are
described as follows. The PM at time slot is calculated from
the sum of PMs at time slot and BMs at time slot as

where the subscript denotes the time slot and the superscript
denotes the label of any arbitrary state. Each PM is selected from
eight candidates. The conventional -algorithm on PMs checks
the purging flags for states. For example, if is purged at
time slot , then ACSU will not perform
at time slot . The -algorithm on BMs applies the same rule
on BMs. The hybrid -algorithm checks the purging flags for
both states and BMs. The addition operation is performed only
if both the PM and BM involved in the operation are retained.

Let us again focus on the example of . The BER
performances of the hybrid -algorithm with different parame-
ters are shown in Fig. 14. Since the hybrid -algorithm is devel-
oped based on the conventional -algorithm on PMs, we keep
the threshold of 0.3 for PMs. The threshold for purging BMs is
selected to be equal to or greater than 0.3, according to the sim-
ulation result in Fig. 11. It is observed from Fig. 14 that when

-bm (the threshold of BMs) is equal to or greater than 0.4, the

Fig. 14. BER performance of the hybrid � -algorithm.

Fig. 15. Computational complexity of the hybrid � -algorithm.

BER performance of the hybrid -algorithm on VD is identical
to that of the conventional -algorithm on PM; thus, the three
curves nearly overlap in Fig. 14. When -bm is equal to 0.3, a
slight difference of less than 0.02 dB is observed in the region
with dB.

Fig. 15 shows the computational complexity of the proposed
hybrid -algorithm. For comparison, the complexity of the

-algorithm on PMs and that of the -algorithm on BMs are
also shown. Compared with the conventional -algorithm on
PMs, the computational complexity is reduced by more than
50% when the threshold is set to 0.3.

These simulation results indicate that, with the hybrid -algo-
rithm, more calculations can be eliminated, while its BER per-
formance is almost the same as that of the conventional -al-
gorithm on PMs. However, a simple straightforward combina-
tion of the conventional -algorithm on PMs with the proposed

-algorithm on BMs will lose the advantage of speed of the
latter. To retain the advantage of speed, we need a novel ar-
chitecture. Here, we take advantage of the SPEC- algorithm
proposed in [19] to reduce the length of critical path. The key
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Fig. 16. Hybrid � -algorithm VD with a SPEC-� algorithm.

idea of the SPEC- algorithm is to use an estimated optimal PM
value derived from the optimal BM value, instead of searching
for the optimal PM in each cycle. Since the -algorithm on BMs
will generate an optimal BM anyway, very little additional logic
is needed. The functional diagram of the resultant scheme is
shown in Fig. 16. The optimal BM value is forwarded to the PM
purging unit to calculate the estimated optimal PM value. For
most of the time, the VD uses the estimated optimal PM value
to perform the -algorithm on PM. In the meantime, some com-
pensation schemes are needed to adjust the estimated optimal
value regularly. A straightforward compensation scheme is to
find the real optimal PM in a number of cycles and compute the
estimation error for the next adjustment. The clock speed will
not be affected by this searching process since it can be pipelined
into several clock cycles outside the ACSU loop.

It is necessary to mention that when the number of BMs is
not very large (e.g., for a rate-1/2 code), purging BMs may cause
considerable performance loss. Thus, the proposed -algorithm
on BMs and the hybrid -algorithm are only suitable for dealing
with high-rate codes or codes that generate many BMs (e.g.,
codes of rate 1/3 or lower).

V. FPGA IMPLEMENTATION

The design is first modeled in Matlab for performance simu-
lation and finite-word-length analysis. Simulation results show
that quantizing the input signal using 7 b is a good choice be-
cause, compared with the unquantized system, a 6-b quantiza-
tion will cause a performance loss of 0.8 dB, while a 7-b quan-
tization causes only a 0.2-dB loss. Then, the 4-D 8PSK TCM
decoder with 7-b-quantized input is implemented with Verilog
HDL, simulated in ModelSim, and synthesized using Xilinx
Virtex-4 FPGA (XC4VLX160). TMU and ACSU are synthe-
sized individually first to verify the hardware and clock speed
improvements. Then, the entire design is synthesized.

A. TMU

The TMUs with both the conventional auxiliary-trellis struc-
ture and the proposed two-step comparison architecture are
implemented. Both TMUs are designed to have the capability
to deal with four different modulation rates. In addition, three
pipeline stages are used for both cases to increase the clock
speed. Synthesis results are shown in Table VII, where the
utilization of the device on FPGA is shown in percentage.

We have concluded in Section III that the proposed architec-
ture could reduce the computational complexity by 67%. Due to
the similar number of registers used for pipelining the circuits

TABLE VII
SYNTHESIS RESULTS FOR TMU

TABLE VIII
SYNTHESIS RESULTS FOR ACSU

for both cases, Table VII only shows half of the hardware reduc-
tion.

B. ACSU With and Without the -Algorihtm

In the VD design, we have proposed new schemes for ACSU
in this paper. Note that the proposed new schemes can be com-
bined with any type of SMU. Thus, when they are verified by
FPGA, only the ACSUs (including the registers for PMs) are
compared. Synthesis results are shown in Table VIII.

In Table VIII, “Full trellis” refers to the conventional Viterbi
algorithm without any state-reducing scheme, “ -algorithm on
PMs” is the conventional -algorithm in [13], “ -algorithm on
BMs” is the first proposed scheme, “SPEC- algorithm” is the
scheme proposed in [19] (except that we extend all the paths
from each unpurged state; while in [19], only one path extends
from each unpurged state, which will cause performance loss),
and “Hybrid -algorithm” employs the SPEC- algorithm for
purging PMs. Compared with the “Full trellis” case, the “ -al-
gorithm on BMs” case requires a slightly more hardware over-
head, while the “ -algorithm on PMs” case needs more re-
sources. Also, applying the -algorithm on BMs does not affect
much the clock speed.

C. Four-Dimensional 8PSK TCM Decoder

The 4-D 8PSK TCM decoder employs the proposed two-step
comparison architecture for the TMU and the hybrid -algo-
rithm for the VD. The decoder is reconfigurable and can decode
signals with four different modulation rates. Table IX summa-
rizes the synthesis results.

Since the device utilization for the entire 4-D 8PSK TCM
decoder is very high, the delay due to wire routing increases.
However, it is still much faster than the conventional -algo-
rithm on PMs. The only work similar to our design that we could
find from the literature is [10]. In [10], the decoder to decode
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TABLE IX
SYNTHESIS RESULTS FOR THE TCM DECODER

8/9 modulation rate is implemented on FPGA with an auxil-
iary-trellis structure for the TMU and a full trellis VD. Note that,
in the implementation in [10], the highest data rate reported is
460 Mb/s. In our design, the data rate for the modulation rate of
8/9 is up to Mb s, which is much faster than
the work reported in [10].

VI. CONCLUSION

We have proposed an efficient architecture for 4-D 8PSK
TCM decoders. The efforts were focused on two most com-
plex parts in the decoder: TMU and VD. For the TMU, the
proposed architecture reduced the computational complexity to
about one-third of an existing low-complexity architecture pre-
sented in [10], while the BER performance is not compromised.
For the VD, we first proposed a new structure for the -algo-
rithm applied on BMs. Compared with the conventional -al-
gorithm applied on PMs, the new scheme has the advantages of
lower complexity and higher throughput. Based on the proposed

-algorithm on BMs and the conventional -algorithm on PMs,
we then designed a hybrid -algorithm scheme. Simulation re-
sults show that the hybrid -algorithm can further reduce more
than half of the computations compared with the conventional

-algorithm while still maintaining the same BER performance.
Finally, we proposed a new architecture for the hybrid -algo-
rithm VD based on the SPEC- algorithm that can retain the
speed advantage of the conventional scheme. Implementation
results in FPGA validated the excellent performance of the pro-
posed algorithms.
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