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Multicode Ultra-Wideband Scheme
Using Chirp Waveforms

Huaping Liu, Member, IEEE

Abstract—We propose an ultra-wideband (UWB) scheme
that employs chirp waveforms. Signals satisfying the Federal
Communications Commission (FCC) requirements for UWB
applications are formed by using multiple linear frequency-modu-
lated (chirped) waveforms. This scheme has the merits of both the
multiband orthogonal frequency-division multiplexing (OFDM)
UWB scheme such as continuous-wave transmission, and the
pulsed UWB scheme, such as accurate timing, imaging capabili-
ties, and rich frequency diversity. Another advantage unique to the
proposed scheme is that completely passive, low-cost implemen-
tation of matched filters/correlators using surface acoustic wave
devices is possible, whereas OFDM-UWB must rely on high-speed
sampling combined with powerful digital signal processing. We
present the details of chirp waveforms for UWB signaling, explore
the correlation properties of the multicodes, and study the receiver
structures. We also derive the error performance of the proposed
scheme in indoor lognormal fading environments and discuss
issues with the proposed scheme.

Index Terms—Chirp signals, lognormal fading channels, multi-
code signaling, ultra-wideband.

I. INTRODUCTION

ULTRA-WIDEBAND (UWB) has three main applica-
tion areas: imaging systems (ground penetrating radar,

through-wall imaging, surveillance, and medical, etc.), vehicle
radar systems, and communications and measurement systems
[1]. Existing UWB systems are based on one of two main
approaches: pulsed scheme [2]–[7] and multiband orthogonal
frequency-division multiplexing (OFDM) [8] scheme. The
pulsed OFDM-UWB scheme [9] provides an improvement to
the multiband OFDM scheme.

Pulsed UWB systems use pulses of short duration, typically
a fraction of a nanosecond to a few nanoseconds, to transmit in-
formation. As the Federal Communications Commission (FCC)
allows operation with a much higher peak power density than
the average power density limit of dBm/MHz [1], flex-
ible tradeoff between data rate and system radio frequency (RF)
coverage can be achieved by controlling the pulse repetition
frequency and pulse magnitude. One of the major objectives
of the OFDM-UWB scheme [8] is to improve link throughput
in multipath environments. In OFDM-UWB, the 3.1–10.6-GHz
spectrum for indoor UWB operations is divided into multiple
subbands of 528 MHz each. Within each subband, data modu-
lation/demodulation is realized by using OFDM.
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The advantages and disadvantages of the existing UWB
schemes are well understood [2]. The pulsed scheme has a
simple transmitter, rich resolvable multipath components for
multipath diversity reception, a large processing gain for robust
operation in the presence of narrowband interference, and fine
time resolution for accurate position location. However, mul-
tipath delay may cause severe inter-symbol interference (ISI),
which ultimately limits the achievable maximum data rate. For
low-data-rate applications that need a large RF coverage area,
the high pulse peaks will cause problems such as power am-
plifier nonlinearity. Other difficulties include pulse distortion
due to propagation [10], antennas [11]–[13], and other factors,
making the design of a matched-filter receiver challenging.
Consideration of robustness, hardware complexity, and cost
often leads to conclusions that favor continuous-wave (CW)
signaling for many applications.

The OFDM-UWB scheme is effective in capturing multipath
energy and has a high spectral efficiency. This scheme can be
efficiently implemented using FFT/IFFT. However, OFDM suf-
fers from a number of problems, such as a high peak-to-av-
erage ratio (PAR) [8] and sensitivity to carrier frequency offset,
phase noise, and timing offset. Most importantly, the multiband
OFDM-UWB loses the attractive features of accurate timing and
radar, as the large bandwidth is effectively divided into many
small subbands.

In this paper, we explore a UWB scheme that employs
linear frequency-modulated (chirped) waveforms. Linear fre-
quency-modulated (FM) signals have historically been used
extensively in radar applications. Existing research has applied
linear chirp UWB signals for improved ranging [14] and for
vehicle radar [15]. Recent advances in surface acoustic wave
(SAW) devices have shown that generation of chirp signals
and implementation of matched filter/correlators can be re-
alized using completely passive, low-cost SAW chirp delay
lines [16]–[19]. In the proposed scheme, signals satisfying the
FCC requirements for UWB applications are formed by using
multiple chirp waveforms. This scheme has the merits of both
the multiband OFDM-UWB scheme such as CW transmission
and the pulsed UWB scheme, such as accurate timing, imaging
capabilities, and rich multipath diversity. The feasibility of
completely passive, low-cost implementation of matched fil-
ters/correlators using SAW devices is unique to the proposed
scheme. We present the details of chirp waveforms for UWB
signaling, explore the correlation properties of the multicodes,
and study the receiver structures. We also derive the analytical
error performance of the proposed scheme in indoor multipath
fading environments.
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Fig. 1. Transmission scheme using multiple chirp codes.

II. ULTRA-WIDEBAND SIGNALING USING CHIRP WAVEFORMS

A. Design of Chirp Codes

We consider only linear chirp signals. To satisfy the FCC re-
quirements for UWB operation in the 3.1–10.6 GHz, the 10-dB
bandwidth of the transmitted signal must be at least 500 MHz
at all times, or when frequency sweep is stopped [1]. The pro-
posed scheme is illustrated in Fig. 1.

The total instantaneous bandwidth occupied by the system
is divided into subbands. Each subband is occupied by one
of waveforms , also called “codes” in this
paper, and each code which consists of chips is expressed as

(1)
where coefficient controls the polarity of the

th chip of . Each chip of is a linear frequency-mod-
ulated, or chirped, waveform with a duration and an instan-
taneous bandwidth1 . Thus, the code duration is .
The chirp waveform in each chip period of is expressed as

otherwise
(2)

where is the chirp envelope, is the
center frequency of the th chirp waveform, and is called
the chirp rate. The chirp rate can be positive or negative;
when , is called an up-chirp; when ,
is called a down-chirp. The chirp envelope is a contin-
uous-time signal with a Fourier transform , which is
assumed to be symmetric around frequency and has
a bandwidth . Note that the exact value of bandwidth
depends on the shape of and the bandwidth definition
adopted (e.g., absolute bandwidth or first-null bandwidth).

1This is at any particular time instant.

The chip coefficients form the
time-domain spreading sequence for the th code . Let

represent the frequency-sweep range. When , the
total system bandwidth is mainly determined by . Thus, the
time-domain spreading by using sequence does not actually
spread the signal bandwidth as in a traditional direct-sequence
code-division multiple-access (CDMA) system; the instanta-
neous bandwidth, as well as the total bandwidth, is determined
by the chip bandwidth and the frequency-sweep range. The
maximum number of codes may be determined by the
total available bandwidth, the instantaneous bandwidth, and the
frequency-sweep range of each chirp.

The instantaneous frequency of is given as

(3)

The corresponding frequency-sweep range is . Ob-
viously, when frequency sweep is stopped, the instantaneous
bandwidth of is determined by the chirp envelope .
Typical choices of include , a rectangular
window with amplitude 1 and duration centered at ,
and , a truncated Gaussian
pulse. The choices of and must be such that

MHz.
When , the autocorrelation function of

is given as [19] (see (4), shown at the bottom of the page). It is
easy to see from (4) that although the transmitted waveforms are
continuous in time, the matched filter output in the receiver has
a sharp correlation peak when , which occurs at
with a value of . The duration of the correlation peak [the
distance in time between two zero-crossing points of ]
approximately equals . This clearly indicates some of the
major motivations to use the chirp signaling: the transmitted and
received signals are of CW nature, but the correlation sharpness
is proportional to ; a larger results in a sharper correlation
peak in the receiver. Thus, it preserves important properties of
the pulsed scheme such as accurate timing and fine multipath
resolution and easy symbol synchronization through peak de-
tection, which OFDM-UWB does not have. At the same time,
CW signals make the design of hardware components, such as
the power amplifier, automatic gain control, and low-noise am-
plifier in chirp UWB systems much easier than in pulsed sys-
tems. These properties are illustrated in Fig. 2, which compares
the transmitted pulsed signals and chirp signals, as well as their
autocorrelation functions.

At any particular time instant, the inner product of and
expressed as , , is always equal

to zero. However, this does not imply that the cross-correla-
tion of and is always zero. In fact, there might exist

otherwise.
(4)
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Fig. 2. Pulsed and chirp waveforms and their autocorrelation functions.
(a) Top figure: pulsed waveforms. (b) Bottom figure: chirp waveforms.

a cross-correlation peak between and , depending
on the relative values of their instantaneous center frequencies
and the frequency-sweep range. The time-domain spreading se-
quence must ensure that the cross-correlation values between
codes and are as low as possible . Choices
of include Walsh codes when is a power of 2 and Gold
codes. An example of the autocorrelation functions of
and , and the cross-correlation functions between and

, and between and is shown in Fig. 3. In this
figure, the chip duration used is ns, the frequency-
sweep range of adopted is , and the number
of chips per code applied is with Walsh codes used as
the time-domain spreading sequences for . Note that for
the purpose of illustrating the autocorrelation and cross-corre-
lation properties of and , the energies of both signals
are normalized to unity. The multiple peaks in the autocorrela-
tion function of when Walsh codes are used are undesir-
able in general. This problem can be mitigated by optimizing
the spreading sequences so that there is only one dominant
correlation peak.

The chirp signal and -chip code discussed
above have the following properties.

1) Let the cross-correlation between and
be , .
The chirp signals , , satisfy

, , .

However, it does not imply that for all values
of . In fact, there might exist a value of at which point
the cross-correlation between and has a value
approaching .

2) With appropriate choices of , , , and , the
up-chirp codes are mu-

tually orthogonal when they are time-aligned. Also,
have small cross-correlation values.

Fig. 3. Example of the autocorrelation functions of p (t) and c (t) (energy
normalized to unity), and the cross-correlation functions between p (t) and
p (t) (energy normalized to unity), and between c (t) and c (t).

The same is true for the down-chirp codes. Let the
cross-correlation function between and be

. Mathematically, the
above properties are expressed as

(5a)

(5b)

It should be mentioned that property (5b) relies on appro-
priately chosen time-domain spreading sequences for
all codes.

3) When is much greater than , the down-chirp
codes are quasi-orthogonal with the up-chirp codes,
which is expressed as

(6)

Therefore, there are essentially quasi-orthogonal chirp
codes available for data modulation. Note that depending a spe-
cific design (total available bandwidth, frequency sweep-range,
instantaneous bandwidth, the number chips per code, etc.), the
number of time-domain spreading sequences satisfying the
above properties may limit the maximum number of codes.

In the following discussion, we focus on a single-user sce-
nario for which all up-chirp codes are used for data modu-
lation. Generalization to multiuser scenarios is straightforward;
the set of quasi-orthogonal codes is partitioned into subgroups,
each of which can be assigned to one user. The partition of all
codes into subgroups must ensure that signals of all users satisfy
the minimum instantaneous bandwidth requirements for UWB
signaling. Since all codes are quasi-orthogonal with one another,
the multiuser scenario is similar to the conventional direct se-
quence (DS) CDMA communications with a group of codes,
rather than a single code, being used by one user. The strategies
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Fig. 4. Block diagram of the transmitter.

to minimize multiuser interference developed for DS-CDMA
systems are directly applicable to the proposed scheme.

B. Data Modulation

We assume that the energy of all codes
is normalized to unity (i.e., ) in the following
discussion. We focus on binary phase-shift keying (BPSK)
modulation, but the proposed scheme can be easily extended to
any quadrature amplitude modulation schemes. In the baseband
model, incoming bits (0s and 1s) are first nonreturn-to-zero
converted. The th frame containing incoming data bits is
serial-to-parallel converted, which then modulates the codes,

, forming a multicode signaling scheme. The
data-modulated codes are finally summed and transmitted. The
block diagram of the proposed transmitter is shown in Fig. 4.

The transmitted signal is expressed as

(7)

where is the transmitted signal in th data frame, is the
energy per bit, is the th bit of the th frame,
and is the code given in (1). Even when frequency sweep
is stopped, parameters and can be optimized to ensure that
the effective instantaneous bandwidth of the transmitted signal
for the th frame given in (7) satisfies the FCC requirements for
UWB signaling. The properties of described by (5a) and
(5b) ensure that be separable in the receiver.

C. Receiver

Let represent the impulse response of the
channel corresponding to the th code . Although

are summed,
transmitted together, and arrive at the same receiver via exactly
the same environment, the differences in the frequency bands
they occupy may result in different fading coefficients for each
of them. It is well known that the channel for pulsed UWB
systems exhibits highly frequency-selective fading. Let us
assume that the channel for code , , can
be modeled as a discrete linear filter with an impulse response
expressed as [20]

(8)

where is the total number of multipath components, is
the channel fading coefficient for the th path, is the arrival
time of the th path relative to the first path ( and
assumed), and is the Dirac delta function. Note that for sim-
plicity, we have assumed that the total number of paths and the
channel statistics (e.g., path and cluster arrival rates, cluster and
path decay rates to be defined next) for all codes are identical.

The channel gain is modeled as , where
with an equal probability to take on the values of “ ” and

“1” accounts for the random pulse inversion that could occur
due to reflections [20]. The magnitude term is modeled as
having a lognormal distribution for indoor channels. The stan-
dard deviation of fading amplitudes is typically in the range of
3–5 dB. The distribution of the path arrival time sequence
and power delay profile of the channel are chosen to follow the
modified Saleh–Valenzuela (S–V) model suggested in [20]. Be-
cause multipath components tend to arrive in clusters, in
(8) is expressed as , where is the delay of
the th cluster that the th path falls in, is the delay (rel-
ative to ) of the th multipath component in the th cluster.
The relative power of the th path to the first path can be ex-
pressed as , where

denotes expectation, is the cluster decay factor, and
is the ray decay factor. Note that, different from common base-
band models of narrowband systems, is real-valued in the
UWB channel model.

We will assume that linear time-invariant (LTI) system theo-
ries still apply for the chirp signaling scheme being studied in
this paper. Under this condition and with the transmitted signal
for the th frame given in (7) and the channel model (8),
the received signal is expressed as

(9)

where is the additive white Gaussian noise with a two-
sided power spectral density . The minimum instantaneous
center frequencies between and could be greater than
the channel coherence bandwidth. Therefore, in (9) we have
assumed the general case that fading coefficients for signals

are different. Thus, and are specific
for each code .

One of the major differences between the chirp scheme being
studied and the conventional direct-sequence spread-spectrum
communication is that the frequency band of could change
significantly over each bit duration . The received signal model
given in (9) should be valid when the frequency-sweep range
is not greater than the channel coherence bandwidth. However,
when the frequency-sweep range is significantly larger than the
channel coherence bandwidth, the channel coefficients
at different times within the same bit interval could be different.
In this case, whether or not the LTI system theory can still be
applied directly in the analysis needs further study.

As shown in Fig. 2(b), the received signal for each code is
compressed by the matched filter in the time domain, resulting
in a very sharp correlation peak. Although the duration of ,
as illustrated in Fig. 2, is much longer than the relative delays
between adjacent paths , the sharp autocorrela-
tion peak of results in a very fine multipath resolution of
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Fig. 5. Block diagram of the multicode receiver.

the receiver. Specifically, the proposed scheme has a multipath
resolution that is approximately equal to the duration of the au-
tocorrelation peak , i.e., any adjacent paths whose rela-
tive delays are greater than are resolvable. Apparently, a
larger frequency-sweep range results in a finer multipath resolu-
tion. In order to capture multipath energy, however, a scheme to
combine the resolvable paths is needed. This could be achieved
by using the traditional rake-type receiver structures which con-
sist of a bank of matched filters each matched to one of the
transmitted codes. The detection process is illustrated in Fig. 5,
where the outputs of each matched filter
are sampled according to the path delays . The samples cor-
responding to the same code are combined for bit decision. Ob-
viously, the chirp UWB system employing a rake receiver has
the same energy capture problem as pulsed UWB systems.

The output signal of the filter matched to can be ex-
pressed as

(10)

where

is the autocorrelation2 of ,

is the cross-correlation
function between and , and (
denotes convolution) is the filtered noise process. The second
term on the right-hand side of (10) represents inter-code
interferences. In an ideal Gaussian channel, and
this term equals zero due to the orthogonality between
and expressed in (5a). In a multipath channel, this term
does not equal zero in general. Thus, it represents a small
interference term due to the near-zero cross-correlation, as
given in (5b), which has been illustrated in Fig. 3.

Ideally, the receiver could sample at time instants cor-
responding to each path with delays . For simplicity of nota-
tion, we will omit the frame index in the following discussion.

2To simplify notation, we have omitted the superscript in � (t), which in-
dicates that it is the autocorrelation of code c (t).

The sampled value corresponding to the th multipath compo-
nent (sampled at ), noting that , can be
written as

(11)

where noise component has zero mean and variance .
The second term on the right-hand side of (11), the inter-code
interference term, depends on the cross-correlation property of
the codes. In the ideal case of perfect cross-correlation, .
The samples corresponding to the paths can be written in a
vector form as

(12)

where denotes transpose. The decision variable for is
obtained by combining the elements of . The conventional
method of maximal ratio combining (MRC) can be used, which
results in a decision variable expressed as

(13)

where , ,
and . For BPSK modulation, the

th bit of the th frame can be detected by simply passing
through a decision device with a threshold “0.”

III. ERROR PERFORMANCE IN INDOOR ENVIRONMENTS

Modeling the inter-code interference term given in
(13) is generally difficult, as it depends on the cross-correlation
values among the chirp codes. We derive the theoretical error
performance assuming that , .
Thus, the result represents the lower bound to the performance
in a real environment. For a carefully chosen set of time-domain
spreading sequences , this bound could be very tight, which
will be verified by simulation in Section IV. For a fixed set of
fading coefficients , is a Gaussian random variable
(RV). Because the energy of is normalized to unity, the
instantaneous signal-to-noise ratio (SNR) per bit in the decision
variable for bit is obtained as

(14)

where (note that
and ). Since is a lognormal RV,

is also a lognormal RV [21]. Thus, is a sum
of independent lognormal RV’s , .

As in [22], we calculate the bit error rate (BER) for a fixed
set of and then average the conditional BER over the
probability density function (PDF) of . The conditional BER
for a fixed set of is given as

(15)
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Let , where is a normal RV, i.e., .
Then

(16)

where . The th moment of is given as

(17)

Although an exact closed-form expression for the PDF of a sum
of independent lognormal RVs does not exist, such a sum can
be approximated by another lognormal RV. The approximation
can be obtained by a number of methods, one of which is the
Wilkinson’s method [21], [23].

Let where , , is a normal RV. In
Wilkinson’s method, the two parameters and are obtained
by matching the first two moments of with the first two mo-
ments of . These two parameters are given as

(18a)

(18b)

where and are related to and as

(19a)

(19b)

where the second sum in (19b) is extended to all combinations
of , .

The approximated PDF of is given as

(20)

The average BER can be calculated by averaging the conditional
BER over as

(21)

IV. NUMERICAL EXAMPLES

A. A Design Example

In this section, we provide an example of the proposed UWB
signaling scheme using multicode chirp waveforms. The system
parameters are summarized in Table I. For a channel with a
root mean square (rms) delay spread of ns, the fre-
quency separation between the two codes occupying adjacent
bands is greater than the channel coherence bandwidth. Thus,
all codes will experience independent fading. Based on the
design given in Table I, the maximum bit rate supportable by the
eight quasi-orthogonal up-chirp codes using BPSK is 75 Mbps.
Together with the eight quasi-orthogonal down-chip codes, the
aggregated throughput could be as high as 150 Mbps.

B. BER Results

The error performance of the design example given in Table I
is simulated. We adopt the CM3 lognormal fading model [20]

TABLE I
SYSTEM PARAMETERS OF A DESIGN EXAMPLE

Fig. 6. Analytical and simulated error performance curves.

with an rms delay spread of 15 ns, an average cluster arrival
rate of 0.0667/ns, and an average path arrival rate is 2.1/ns. The
cluster decay factor applied is ns, and the ray decay
factor applied is ns. The standard deviation of the fading
coefficients chosen is 3.4 dB. As the duration of code
(128 ns) is much greater than the channel rms delay spread,
inter-symbol interference caused by channel excess delay given
the bit rate of Mb/s is negligible. Since the minimum
separation between the center frequencies of any two codes
and at any time instant is at least 125 MHz, which is greater
than the channel coherence bandwidth (approximately equals
a fraction of ), channel coefficients for different codes are
generated independently. The receiver is assumed to have per-
fect knowledge of the channel coefficients and delays.

Fig. 6 shows the analytical and simulated error performance
curves of the example system. A total of 60 resolvable paths is
considered, but the receiver may combine only a subset of them.
Since the SNR per bit experienced by the receiver is used as the
reference, the total energy from all paths combined by the re-
ceiver is normalized to unity. Note that if the energy of all paths
available were normalized to unity, BER curves of receivers
which combine only a subset of the available paths would have
had an additional shift toward the right along the horizontal axis.
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The analytical performance was obtained by using the method
described in Section III. The analytical curve represents the per-
formance lower bound, as the inter-code interference term in the
decision variable given in (13) has been neglected. Simulation
results are only provided for the case when all paths are com-
bined and include the effect of intercode interference. By com-
paring the analytical and simulation results, it is found that the
analytical lower bound is reasonably tight. When everything is
ideal (no intercode and interpath interferences), performance of
the proposed scheme is the same as the pulsed UWB employing
a rake receiver.

V. CONCLUSION

We have proposed a multicode continuous-wave UWB sig-
naling scheme that employs chirp waveforms. The construction
of chirp codes, the data modulation scheme, and the receiver
design have been discussed in detail. We have also analyzed the
error performance of such a scheme in indoor lognormal fading
environments. Compared with the pulsed UWB scheme, trans-
mission in the proposed scheme is continuous in time. This ap-
proach avoids many of the hardware and implementation diffi-
culties of pulsed UWB schemes while retaining the merits of
pulsed schemes such as multipath diversity and accurate timing
information. Additionally, the transmitter and matched filter re-
ceiver for the proposed scheme can be implemented using com-
pletely passive, low-cost, surface acoustic wave devices.
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