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#### Abstract

Orthogonal frequency division multiplexing (OFDM) is robust against frequency selective fading, but it is very vulnerable to time selective fading. In quasiorthogonal space-time coded OFDM (ST-OFDM) systems, channel variations cause not only inter-carrier interference among different subcarriers in one OFDM block, but also inter-transmit-antenna interference (ITAI). When applied in fast fading channels, common ST-ODFM receivers usually suffer from an irreducible error floor. In this letter, we apply frequency-domain correlative coding combined with a modified decision-feedback detection scheme to effectively suppress the error floor of quasi-orthogonal ST-OFDM over fast fading channels. The effectiveness of the proposed scheme in mitigating the effects of channel time selectivity is demonstrated through comparison with existing schemes such as zero-forcing, two-stage zero-forcing, and sequential decision feedback estimation.


Index Terms-Space-time codes, orthogonal frequency division multiplexing (OFDM), time selective fading, inter-carrier interference (ICI), inter-transmit-antenna interference (ITAI).

## I. Introduction

0RTHOGONAL frequency division multiplexing (OFDM) is effective in avoiding inter-symbol interference (ISI) caused by multipath delay in a frequency selective environment. One of the disadvantages of OFDM is that it is sensitive to time selective fading, which destroys the orthogonality among different subcarriers in one OFDM block and thus causes inter-carrier interference (ICI) [1], [2]. Multiple antennas can be combined with OFDM to increase diversity gain and to improve spectral efficiency through spatial multiplexing [3]. Performance of multiple-input multiple-output (MIMO) OFDM systems in time selective fading environments was analyzed in [4].

Space-time coding (STC) achieves transmit diversity in multi-antenna systems [5]. Orthogonal space-time block codes (STBCs) were first proposed in [6] for systems with two transmit antennas and later generalized to systems with an arbitrary number of transmit antennas [7]. For more than two transmit antennas, complex orthogonal STBCs with full spatial diversity and full transmission rate do not exist [7], and quasiorthogonal designs with rate one [8]-[10] could be applied to provide partial diversity. STBCs are typically designed assuming a quasi-static channel, and time selective fading will cause inter-transmit-antenna interference (ITAI) in orthogonal codes. For quasi-orthogonal codes, channel time-variations

[^0]cause ITAI among all symbols ${ }^{1}$, and the pair-wise maximumlikelihood (ML) decoding scheme [8] becomes suboptimal. To mitigate ITAI caused by channel time-variations, many schemes have been studied: a simplified ML decoder for orthogonal STBC with two transmit antennas was proposed to cancel ITAI when the channel varies from one signaling interval to another [11]; a low-complexity receiver was proposed to suppress the bit-error-rate (BER) floor of orthogonal STBC with four transmit antennas using the conventional ML decoding method [12]; a two-step zero-forcing (TS-ZF) scheme was applied to cancel ITAI and to suppress the error floor of quasi-orthogonal STBC [13].

In a MIMO OFDM system over frequency selective fading channels, STC schemes must be extended to include the frequency element, forming space-time coded OFDM (STOFDM) [14]. For ST-OFDM systems over fast fading channels, it is necessary to consider the impact of ICI and ITAI simultaneously. The duration of an OFDM symbol in an OFDM system with $N_{s}$ subcarriers is effectively $N_{s}$ times of the data symbol period. Thus ITAI caused by channel timevariations in ST-OFDM systems is much more pronounced than in common STC systems. In [15], a sequential decision feedback (DF) sequence estimation (SDFSE) scheme with an adaptive threshold was proposed to mitigate the performance degradation in orthogonal ST-OFDM systems with two transmit antennas over time selective fading channels. However, this scheme does not seem to be very effective in eliminating the error floor. To mitigate ICI caused by channel frequency errors in single-antenna OFDM systems, a simple design using frequency-domain correlative coding was analyzed in [16]. For MIMO OFDM systems, ITAI can be effectively cancelled through a sequential nulling and cancellation process [17], [18] if the number of transmit antennas is less than or equal to the number of receive antennas. Later, a modified decorrelating DF detection scheme was studied in [19] to reduce the complexity and to improve the numerical stability of such schemes.

To effectively mitigate the error floor due to channel time selectivity for ST-OFDM systems, the receiver must deal with both ICI and ITAI. In this letter, we propose a scheme that combines frequency-domain correlative coding and a modified decision-feedback receiver for quasi-orthogonal ST-OFDM systems in time-varying fading environments. We show that the proposed scheme is much more effective in lowering the error floor than existing schemes such as the TS-ZF scheme [13] and the SDFSE scheme [15].

[^1]
## II. System Model

The following notation will be adopted. Column vectors/matrices are denoted by boldface lower/upper case letters; superscripts $(\cdot)^{T},(\cdot)^{*}$, and $(\cdot)^{H}$ denote transpose, complex conjugate, and complex conjugate transpose, respectively; $E[\cdot], \operatorname{var}(\cdot)$, and $\operatorname{cov}(\cdot)$ stand for expectation, variance, and covariance, respectively; $\boldsymbol{I}_{N}$ represents the $N \times N$ identity matrix; $\otimes$ denotes Kronecker product; $[\boldsymbol{a}]_{p}$ denotes the $p$-th element of vector $\boldsymbol{a}$.

Consider a space-time block coded multi-antenna OFDM system with $P$ transmit antennas, one receive antenna, and $N_{s}$ subcarriers which employs binary phase shift keying (BPSK) modulation. Input symbols $a_{i} \in\{1,-1\}$ are assumed independent and identically distributed (i.i.d.). The correlative coding to encode $a_{i}$ is achieved through the frequency-domain polynomial $F(D)=1-D$ [16], which generates a new sequence $b_{i}=a_{i}-a_{i-1}$. The encoded sequence $\left\{b_{i}, i=\right.$ $\left.0, \cdots, N_{s} P-1\right\}$ is then serial-to-parallel converted into $P$ sequences, each of length $N_{s}$, as

$$
\begin{equation*}
b_{k}^{(p)}=b_{k+(p-1) N_{s}}, \quad p=1, \cdots, P, k=0, \cdots, N_{s}-1 \tag{1}
\end{equation*}
$$

Each of the $N_{s}$ sequences $\left\{b_{k}^{(1)}, \cdots, b_{k}^{(P)}\right\}, k=0, \cdots, N_{s}-$ 1 , is mapped to a matrix $\mathbf{\Psi}_{k}$ of size $P \times P$ by using a quasiorthogonal space-time block coding scheme (e.g., the $4 \times 4$ quasi-orthogonal scheme given in [8]). The transmitted signals are obtained by taking the inverse discrete Fourier transform (DFT) of $\left\{\boldsymbol{\Psi}_{0}, \cdots, \boldsymbol{\Psi}_{N_{s}-1}\right\}$.

In frequency selective fading channels with $L$ resolvable paths, there exists inter-block interference (IBI). To minimize this IBI, a cyclic prefix of length $c_{p}\left(c_{p} \geq L\right)$ is added at the beginning of each transmitted OFDM block. In the receiver, the cyclic prefix is discarded, leaving the IBI-free informationbearing signals. Combined with the characteristics of time selective fading, the $N_{s} \times N_{s} P$ spatiotemporal channel matrix $\boldsymbol{H}_{t}$ during the $t$-th OFDM block period is expressed as shown in Eq. (2) at the top of the next page, ${ }^{2}$ where $L$ is less than or equal to $N_{s}$ and $\mathbf{0}$ is a $P \times 1$ zero vector. Each non-zero block of $\boldsymbol{H}_{t}$ contains the $P \times 1$ channel vector $\boldsymbol{h}_{t, l}(n)$ for path $l$ at time $n T_{s}$ ( $T_{s}$ is the data symbol period) expressed as

$$
\begin{align*}
& \boldsymbol{h}_{t, l}(n)=\left[h_{t, l}^{(1)}(n), \cdots, h_{t, l}^{(P)}(n)\right]^{T} \\
& \quad l=0, \cdots, L-1, n=0, \cdots, N_{s}-1 . \tag{3}
\end{align*}
$$

If fading is assumed to be quasi-static, which allows the channel coefficients to be constant over an OFDM block and change independently from one block to another, $\boldsymbol{H}_{t}$ has a block-circulant structure. Without loss of generality, we omit the index of OFDM block period $t$ in the following discussion.

In the special case of quasi-static fading, channel matrix $\boldsymbol{H}$ has the following eigen-decomposition

$$
\begin{equation*}
\boldsymbol{H}=\boldsymbol{U}^{H} \boldsymbol{\Lambda}\left(\boldsymbol{U} \otimes \boldsymbol{I}_{P}\right) \tag{4}
\end{equation*}
$$

where $\boldsymbol{U}$ is the unitary DFT matrix whose $(i, j)$-th element is given by $u_{i j}=1 / \sqrt{N_{s}} e^{\left(-2 \pi \sqrt{-1} / N_{s}\right) i j}, 0 \leq i, j \leq N_{s}-1$,

[^2]$\boldsymbol{\Lambda}=\operatorname{diag}\left[\boldsymbol{\lambda}_{0}^{T}, \cdots, \boldsymbol{\lambda}_{N_{s}-1}^{T}\right]$ is an $N_{s} \times N_{s} P$ block diagonal matrix whose $(k, k)$-th block is given by
\[

$$
\begin{equation*}
\boldsymbol{\lambda}_{k}=\sum_{l=0}^{L-1} \boldsymbol{h}_{l} \cdot e^{-\frac{2 \pi \sqrt{-1}}{N_{s}} k l}, k=0, \cdots, N_{s}-1 \tag{5}
\end{equation*}
$$

\]

Thus the received signals can be obtained as

$$
\begin{equation*}
\boldsymbol{x}_{k}^{T}=\left[x_{k}^{(1)}, \cdots, x_{k}^{(P)}\right]=\boldsymbol{\lambda}_{k}^{T} \boldsymbol{\Psi}_{k}+\boldsymbol{w}_{k}^{T}, k=0, \cdots, N_{s}-1 \tag{6}
\end{equation*}
$$

where $\boldsymbol{w}_{k}$ is a circularly symmetric zero-mean complex Gaussian noise vector. It is clear from (6) that ICI does not exist in the ST-OFDM system over quasi-static channels.

The $P$ symbols in each column of $\boldsymbol{\Psi}_{k}$ are transmitted from the $P$ transmit antennas simultaneously during every OFDM block period. If the channel does not change over $P$ consecutive OFDM blocks, the pair-wise ML scheme [8] can be used to detect pairs of transmitted symbols, instead of symbol by symbol, and there is no error floor in BER performance.

## III. The Impact of Time-Varying Fading and Decision-Feedback Receiver Design

## A. ICI and ITAI caused by time-varying fading

In the presence of time selective fading, $\boldsymbol{H}$ is no longer a block-circulant matrix. Assuming a wide sense stationary uncorrelated scattering (WSSUS) channel [4], all elements of $\boldsymbol{h}_{l}(n)$ are modeled as independent complex Gaussian random variables with zero mean and equal variance. The channel is assumed to have an exponential power delay profile $\theta\left(\tau_{l}\right)=$ $e^{-\tau_{l} / \tau_{r m s}}$ [20], where $\tau_{l}$ is the delay of the $l$-th path and $\tau_{r m s}$ represents the root-mean square delay spread. Since the channel is time-variant, the relationship between the channel coefficients for path $l$ of antenna $p$ at times $n T_{s}$ and $(n+m) T_{s}$ can be described by the first-order auto-regressive model as [11], [21]

$$
\begin{equation*}
h_{l}^{(p)}(n+m)=\alpha_{m} h_{l}^{(p)}(n)+\beta_{l}^{(p)}(n+m) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{m}=\frac{E\left[h_{l}^{(p)}(n) \cdot h_{l}^{(p) *}(n+m)\right]}{e^{-\frac{\tau_{l}}{\tau_{r m s}}}}=J_{0}\left(2 \pi m f_{d} T_{s}\right) \tag{8}
\end{equation*}
$$

where $f_{d}$ is the Doppler shift, $J_{0}(\cdot)$ is the zero-order Bessel function of the first kind, and $\beta_{l}^{(p)}(n)$ are independent complex Gaussian random variables with zero mean and variance

$$
\sigma_{\beta}^{2}= \begin{cases}1-\alpha_{m}^{2}, & l=0  \tag{9}\\ e^{-\frac{\tau_{l}}{\tau_{r m s}}}\left(1-\alpha_{m}^{2}\right), & l \neq 0\end{cases}
$$

Consequently, $\boldsymbol{G}=\boldsymbol{U} \boldsymbol{H}\left(\boldsymbol{U} \otimes \boldsymbol{I}_{P}\right)^{H}$ is no longer a block diagonal matrix as $\boldsymbol{\Lambda}$ given in (4). This shows that time selective fading causes ICI, which is represented by the offdiagonal blocks of $\boldsymbol{G}$. For this more general case, the received signals are given by

$$
\begin{equation*}
\boldsymbol{x}_{k}^{T}=\boldsymbol{g}_{k k}^{T} \boldsymbol{\Psi}_{k}+\sum_{k^{\prime}=0, k^{\prime} \neq k}^{N_{s}-1} \boldsymbol{g}_{k k^{\prime}}^{T} \mathbf{\Psi}_{k^{\prime}}+\boldsymbol{w}_{k}^{T}, \quad k=0, \cdots, N_{s}-1 \tag{10}
\end{equation*}
$$

where $\boldsymbol{g}_{k k^{\prime}}=\left[g_{k k^{\prime}}^{(1)}, \cdots, g_{k k^{\prime}}^{(P)}\right]^{T}, k, k^{\prime}=0, \cdots, N_{s}-1$, is the $\left(k, k^{\prime}\right)$-th block of $\boldsymbol{G}$. Apparently, the second term on the

$$
\boldsymbol{H}_{t}=\left[\begin{array}{cccccc}
\boldsymbol{h}_{t, 0}^{T}(0) & \cdots & \mathbf{0}^{T} & \boldsymbol{h}_{t, L-1}^{T}(0) & \cdots & \boldsymbol{h}_{t, 1}^{T}(0)  \tag{2}\\
\vdots & & & \vdots & & \vdots \\
\boldsymbol{h}_{t, L-1}^{T}(L-1) & \cdots & \boldsymbol{h}_{t, 1}^{T}(L-1) & \boldsymbol{h}_{t, 0}^{T}(L-1) & \cdots & \mathbf{0}^{T} \\
\vdots & & & \vdots & & \vdots \\
\mathbf{0}^{T} & \cdots & \boldsymbol{h}_{t, L-1}^{T}\left(N_{s}-1\right) & \cdots & \boldsymbol{h}_{t, 1}^{T}\left(N_{s}-1\right) & \boldsymbol{h}_{t, 0}^{T}\left(N_{s}-1\right)
\end{array}\right]
$$

right-hand side of (10) represents ICI. To make the following analysis clearer and easier to understand, we focus on the $4 \times 4$ (i.e., $P=4$ ) quasi-orthogonal STBC given in [8], which is replicated here as

$$
\mathbf{\Psi}_{k}=\left[\begin{array}{cccc}
b_{k}^{(1)} & -b_{k}^{(2) *} & -b_{k}^{(3) *} & b_{k}^{(4)}  \tag{11}\\
b_{k}^{(2)} & b_{k}^{(1) *} & -b_{k}^{(4) *} & -b_{k}^{(3)} \\
b_{k}^{(3)} & -b_{k}^{(4) *} & b_{k}^{(1) *} & -b_{k}^{(2)} \\
b_{k}^{(4)} & b_{k}^{(3) *} & b_{k}^{(2) *} & b_{k}^{(1)}
\end{array}\right]
$$

To decode $\Psi_{k}$, (10) is processed as

$$
\begin{equation*}
\boldsymbol{y}_{k}=\boldsymbol{M}_{k k} \boldsymbol{\psi}_{k}+\sum_{k^{\prime}=0, k^{\prime} \neq k}^{N_{s}-1} \boldsymbol{M}_{k k^{\prime}} \boldsymbol{\psi}_{k^{\prime}}+\boldsymbol{z}_{k} \tag{12}
\end{equation*}
$$

where $\boldsymbol{\psi}_{k}=\left[b_{k}^{(1)}, b_{k}^{(2)}, b_{k}^{(3)}, b_{k}^{(4)}\right]^{T}, \quad \boldsymbol{y}_{k}=$ $\left[x_{k}^{(1)}, x_{k}^{(2) *}, x_{k}^{(3) *}, x_{k}^{(4)}\right]^{T}, \quad \boldsymbol{z}_{k}$ is the noise term with the same mean and variance as $\boldsymbol{w}_{k}$, and the equivalent channel matrix is expressed as

$$
\begin{align*}
& \boldsymbol{M}_{k k^{\prime}}=\left[\begin{array}{cc}
\boldsymbol{M}_{\left(k k^{\prime}\right.}^{(1,2)}(0) & \boldsymbol{M}_{k k^{\prime}}^{(3,4)}(0) \\
\boldsymbol{M}_{k k^{\prime}}^{(3,4)}(2 \ell) & -\boldsymbol{M}_{k k^{\prime}}^{(1,2) *}(2 \ell)
\end{array}\right] \\
& k, k^{\prime}=0, \cdots N_{s}-1 \tag{13}
\end{align*}
$$

with

$$
\boldsymbol{M}_{k k^{\prime}}^{(i, j)}(n)=\left[\begin{array}{cc}
g_{k k^{\prime}}^{(i)}(n) & g_{k k)^{\prime}}^{(j)}(n)  \tag{14}\\
g_{k k^{\prime}}^{(j) *}(n+\ell) & -g_{k k^{\prime}}^{(i) *}(n+\ell)
\end{array}\right]
$$

where $\ell=N_{s}+c_{p}$. By letting $g_{k k^{\prime}}^{(p)}(0)=g_{k k^{\prime}}^{(p)}, p=1, \cdots, 4$, and using the same first-order auto-regressive model as applied in (7), we have

$$
\begin{equation*}
g_{k k^{\prime}}^{(p)}(q \ell)=J_{0}\left(2 \pi f_{d} \ell T_{s}\right) g_{k k^{\prime}}^{(p)}((q-1) \ell)+\varepsilon_{k k^{\prime}}^{(p)}(q \ell) \tag{15}
\end{equation*}
$$

where the index in the parenthesis following $g_{k k^{\prime}}^{(p)}$ is the time index and $\left\{\varepsilon_{k k^{\prime}}^{(p)}(q \ell)\right\}$ are independent complex Gaussian random variables with zero mean and variance

$$
\begin{equation*}
\sigma_{\varepsilon}^{2}=\left(1-J_{0}^{2}\left(2 \pi f_{d} \ell T_{s}\right)\right) \cdot \operatorname{var}\left(g_{k k^{\prime}}^{(p)}\right) \tag{16}
\end{equation*}
$$

Let $\Upsilon$ be an $N_{s} \times N_{s}$ matrix given by

$$
\mathbf{\Upsilon}=\left[\begin{array}{ccc}
\operatorname{var}\left(g_{00}^{(p)}\right) & \cdots & \operatorname{var}\left(g_{0, N_{s}-1}^{(p)}\right)  \tag{17}\\
\vdots & \ddots & \vdots \\
\operatorname{var}\left(g_{N_{s}-1,0}^{(p)}\right) & \cdots & \operatorname{var}\left(g_{N_{s}-1, N_{s}-1}^{(p)}\right)
\end{array}\right]
$$

As shown in the appendix, for a particular antenna index $p$, $\boldsymbol{\Upsilon}$ has a circulant structure expressed as

$$
\mathbf{\Upsilon}=\left[\begin{array}{cccc}
\gamma_{0} & \gamma_{1} & \cdots & \gamma_{N_{s}-1}  \tag{18}\\
\gamma_{N_{s}-1} & \gamma_{0} & \cdots & \gamma_{N_{s}-2} \\
\vdots & \vdots & & \vdots \\
\gamma_{1} & \gamma_{2} & \cdots & \gamma_{0}
\end{array}\right]
$$

Since elements of $\boldsymbol{g}_{k k^{\prime}}, k, k^{\prime}=0, \cdots, N_{s}-1$, are i.i.d. Gaussian random variables [4], (18) applies to all antennas. It is also shown in the appendix that $\gamma_{k}$ defined in (18) has a closed-form expression as shown in Eq. (19) at the top of the next page. With (19), $g_{k k^{\prime}}^{(p)}(q \ell)$ in (15) can be obtained by substituting $\gamma_{k}$ into (16). As a result of channel timevariations, $\gamma_{k} \neq 0$ for $k \neq 0$, which causes ICI. Noteworthily, as mentioned in [16], the frequency-domain correlative coding method incorporated in this letter can effectively enhance system carrier-to-interference ratio without reducing its bandwidth efficiency.

In addition to ICI, channel time-variations in $\boldsymbol{M}_{k k}$ introduce, as mentioned in Section I, additional ITAI among elements of $\boldsymbol{\psi}_{k}$, which is illustrated as below. If the channel is time-invariant, time indexes of elements in $\boldsymbol{M}_{k k}$ can be omitted and

$$
\boldsymbol{M}_{k k}^{H} \boldsymbol{M}_{k k}=\left[\begin{array}{cccc}
c & 0 & 0 & d  \tag{20}\\
0 & c & -d & 0 \\
0 & -d & c & 0 \\
d & 0 & 0 & c
\end{array}\right]
$$

where $c=\sum_{p=1}^{4}\left|g_{k k}^{(p)}\right|^{2}$ and $d=g_{k k}^{(1)} g_{k k}^{(4) *}+g_{k k}^{(1) *} g_{k k}^{(4)}-$ $g_{k k}^{(2)} g_{k k}^{(3) *}-g_{k k}^{(2) *} g_{k k}^{(3)}$. Apparently, there is no interference between pairs $\left(b_{k}^{(1)}, b_{k}^{(4)}\right)$ and $\left(b_{k}^{(2)}, b_{k}^{(3)}\right)$ [8]. When the channel exhibits time-varying fading, however, (20) does not hold and $\boldsymbol{M}_{k k}^{H} \boldsymbol{M}_{k k}$ should be expressed as

$$
\boldsymbol{M}_{k k}^{H} \boldsymbol{M}_{k k}=\left[\begin{array}{llll}
\varrho_{11} & \varrho_{12} & \varrho_{13} & \varrho_{14}  \tag{21}\\
\varrho_{21} & \varrho_{22} & \varrho_{23} & \varrho_{24} \\
\varrho_{31} & \varrho_{32} & \varrho_{33} & \varrho_{34} \\
\varrho_{41} & \varrho_{42} & \varrho_{43} & \varrho_{44}
\end{array}\right]
$$

where the non-zero items $\varrho_{12}$ and $\varrho_{13}$ represent the inter-antenna-pair interference to pair $(1,4)$ from pair $(2,3)$. Elements of the first row of matrix $\boldsymbol{M}_{k k}^{H} \boldsymbol{M}_{k k}$ are expressed as

$$
\begin{align*}
\varrho_{11} & =\left|g_{k k}^{(1)}(0)\right|^{2}+\left|g_{k k}^{(2)}(\ell)\right|^{2}+\left|g_{k k}^{(3)}(2 \ell)\right|^{2}+\left|g_{k k}^{(4)}(3 \ell)\right|^{2}  \tag{22a}\\
\varrho_{12} & =g_{k k}^{(1) *}(0) g_{k k}^{(2)}(0)-g_{k k}^{(1) *}(\ell) g_{k k}^{(2)}(\ell) \\
& +g_{k k}^{(3)}(2 \ell) g_{k k}^{(4) *}(2 \ell)-g_{k k}^{(3)}(3 \ell) g_{k k}^{(4) *}(3 \ell)  \tag{22b}\\
\varrho_{13} & =g_{k k}^{(1) *}(0) g_{k k}^{(3)}(0)-g_{k k}^{(1) *}(2 \ell) g_{k k}^{(3)}(2 \ell) \\
& +g_{k k}^{(2)}(\ell) g_{k k}^{(4) *}(\ell)-g_{k k}^{(2)}(3 \ell) g_{k k}^{(4) *}(3 \ell)  \tag{22c}\\
\varrho_{14} & =g_{k k}^{(1) *}(0) g_{k k}^{(4)}(0)+g_{k k}^{(1)}(3 \ell) g_{k k}^{(4) *}(3 \ell) \\
& -g_{k k}^{(2)}(\ell) g_{k k}^{(3) *}(\ell)-g_{k k}^{(2) *}(2 \ell) g_{k k}^{(3)}(2 \ell) \tag{22d}
\end{align*}
$$

## B. Decision-feedback receiver design

In a quasi-static fading channel, the received signal can be directly processed by a space-time decoder, whereas in a time-

$$
\begin{equation*}
\gamma_{k}=\frac{1}{N_{s}^{2}} \sum_{l=0}^{L-1}\left\{N_{s}+2 \sum_{i=1}^{N_{s}-1}\left(N_{s}-i\right) J_{0}\left(2 \pi i f_{d} T_{s}\right) \cos \left(\frac{2 \pi}{N_{s}} k i\right)\right\} e^{-\frac{\tau_{l}}{\tau_{r m s}}}, k=0, \cdots, N_{s}-1 \tag{19}
\end{equation*}
$$

varying fading channel, the detection becomes more complex if ICI and ITAI are to be dealt with simultaneously. The TSZF detector [13] aims at lowering the error floor due to ITAI. This scheme will not be very effective for quasi-orthogonal ST-OFDM systems over time-varying channels as ICI could be severe especially when $N_{s}$ is large.

The SDFSE with an adaptive threshold [15] for twoantenna, orthogonal ST-OFDM systems is expected to perform better than the TS-ZF scheme. But this scheme also suffers from an irreducible error floor. We apply a modified DF scheme for detection of ST-OFDM systems with correlative coding. Without loss of generality, we still focus on the code given in (11) in describing the proposed receiver. The ICI and noise terms in (12) are represented by a single variable $\boldsymbol{d}_{k}$ as

$$
\begin{equation*}
\boldsymbol{d}_{k}=\sum_{k^{\prime}=0, k^{\prime} \neq k}^{N_{s}-1} \boldsymbol{M}_{k k^{\prime}} \boldsymbol{\psi}_{k^{\prime}}+\boldsymbol{z}_{k} \tag{23}
\end{equation*}
$$

Then we pre-multiply $\boldsymbol{y}_{k}$ by $\mathcal{L}^{-1} \boldsymbol{M}_{k k}^{H}$, which yields

$$
\begin{equation*}
\widetilde{\boldsymbol{y}}_{k}=\mathcal{L}^{-1} \boldsymbol{M}_{k k}^{H} \boldsymbol{y}_{k}=\mathcal{L}^{H} \boldsymbol{\psi}_{k}+\boldsymbol{e}_{k} \tag{24}
\end{equation*}
$$

The $p$-th component of $\widetilde{\boldsymbol{y}}_{k}$ is given by

$$
\begin{equation*}
\left[\widetilde{\boldsymbol{y}}_{k}\right]_{p}=\mathcal{L}_{p p}^{H}\left[\boldsymbol{\psi}_{k}\right]_{p}+\sum_{i=p+1}^{4} \mathcal{L}_{p i}^{H}\left[\boldsymbol{\psi}_{k}\right]_{i}+\left[\boldsymbol{e}_{k}\right]_{p} \tag{25}
\end{equation*}
$$

The transmitted symbols are detected as

$$
\begin{aligned}
\widehat{b}_{k}^{(4)} & =\operatorname{dec}\left\{\left[\widetilde{\boldsymbol{y}}_{k}\right]_{4}\right\} \\
\widehat{b}_{k}^{(p)} & =\operatorname{dec}\left\{\left[\widetilde{\boldsymbol{y}}_{k}\right]_{p}-\sum_{i=p+1}^{4} \mathcal{L}_{p i}^{H} \widehat{b}_{k}^{(i)}\right\}, \quad p=1,2,3
\end{aligned}
$$

where $\operatorname{dec}(\cdot)$ is the slice function corresponding to $(1-D)$ correlative coding [16]. Finally, $\left\{a_{i}\right\}$ can be recovered by using a ML sequence detector [23].

It is well known that performance of the DF scheme described above can be significantly improved if signals are ranked according to their relative strength ${ }^{3}$ and then followed by a successive cancellation process [17], [18]. The decorrelating DF detection scheme [19] for spatial multiplexing systems requires that the number of receive antennas be greater than or equal to the number of transmit antennas. Since the equivalent channel matrix $\mathcal{L}^{H}$ in (24) is a $4 \times 4$ matrix, this DF scheme can be employed for detection of quasi-orthogonal STOFDM systems in time-varying environments. The detection begins with (24) by decoding the strongest signal first and then followed by a cancellation process, which is summarized as follows. Let $\left.\mathcal{L}^{(u)}\right|_{u=4}=\mathcal{L}$. The following procedures are repeated for $u=4$ to 1 :

1) Find the column of $\left(\mathcal{L}^{(u)}\right)^{-1}$ which has the smallest column norm, and exchange it with the last column via a unitary transformation $\mathcal{P}$ as $\left(\mathcal{L}^{(u)}\right)^{-1} \mathcal{P}$.

[^3]

Fig. 1. BER versus $E_{b} / N_{0}$ for quasi-orthogonal ST-OFDM systems with different fading rates $\left(N_{s}=16, T_{s}=10^{-6} \mathrm{~s}\right)$.
2) Find a unitary matrix $\mathcal{O}$ which transforms $\mathcal{L}^{(u) *} \mathcal{P}$ to an upper triangular matrix $\mathcal{O} \mathcal{L}^{(u) *} \mathcal{P}$. Then, compute the lower triangular matrix $\mathcal{O}\left(\mathcal{L}^{(u)}\right)^{-1} \mathcal{P}$.
3) Perform DF detection based on (24) using the reordered matrices.
Because this modified DF detection scheme guarantees that the detected signal has the highest SNR at every step, it should achieve a better BER performance than conventional DF schemes.

## IV. Simulation Results and Discussion

Simulations are carried out based on the "SUI-5" channel model [24], which is one of six channel models adopted by IEEE 802.16a for evaluating broadband wireless systems in the $2-11 \mathrm{GHz}$ band. We consider a system with four transmit antennas and one receive antenna which employs BPSK modulation and the $4 \times 4$ quasi-orthogonal STBC given in (11). The time selective Rayleigh fading channel is assumed to have three resolvable multipath components, each of which at 0 , 5 , and $10 \mu s$ is modeled as an independent complex gaussian random variable. The rms delay spread is $3.05 \mu s$, and the Doppler shift of the channel is calculated based on a carrier frequency of $f_{c}=2 \mathrm{GHz}$.

Fig. 1 shows the simulated BER performance of the system which employs the modified DF detection scheme. The OFDM symbol is assumed to have $N_{s}=16$ subcarriers, and each data symbol period is $T_{s}=10^{-6}$ seconds. Performances with different vehicle speeds evaluated, $v_{s}=30,60$, and $100 \mathrm{Km} / \mathrm{h}$, are compared. In the same figure, the curve of the quasiorthogonal ST-OFDM system over a time-invariant multipath fading channel is used as the baseline performance. When the number of subcarriers is small ( $N_{s}=16$ in Fig. 1), the system performs almost the same for any of the vehicle speeds, all of which approach the baseline performance.


Fig. 2. BER versus $E_{b} / N_{0}$ for quasi-orthogonal ST-OFDM systems with different number of subcarriers $\left(v_{s}=100 \mathrm{Km} / \mathrm{h}, T_{s}=10^{-6} \mathrm{~s}\right)$.


Fig. 3. Error performances of the quasi-orthogonal ST-OFDM system with different detection schemes.

As the number of subcarriers increases, however, system performance deteriorates rapidly. This is clearly shown in Fig. 2 , where the vehicle speed is $v_{s}=100 \mathrm{Km} / \mathrm{h}$ and all other parameters are the same as those applied to generate Fig. 1. From the BER versus $E_{b} / N_{0}$ curves with $N_{s}=64$ and 128, the error floor becomes larger as $N_{s}$ increases. The main reason is that a larger number of subcarriers within one OFDM block not only causes a more severe ICI but also increases the time interval in (16), causing a greater amount of ITAI within one STBC matrix.

In Fig. 3, we compare the performances of three different schemes: the TS-ZF, the SDFSE, and the proposed scheme which uses frequency-domain correlative coding and the modified DF detection scheme. All parameters are the same as those applied for Fig. 2. It is observed that the proposed scheme effectively eliminates the error floor of the quasiorthogonal ST-OFDM system, whereas the TS-ZF and the SDFSE schemes both suffer from an error floor.

The required number of metric calculations for an quasi-
orthogonal STBC codeword (4 consecutive OFDM symbol periods) with the TS-ZF scheme is proportional to $Q N_{s}$ [13], where $Q$ is the constellation size. The number of metric calculations for the same codeword with the SDFSE scheme approximately equals $Q^{2 q} N_{s}$ [15], where $2 q$ is the number of subchannels that cause inter-codeword couplings. The computational complexity of the proposed scheme is approximately $P^{3} N_{s}$. With a typical set of system parameters (e.g., $Q=2$, $P=4$, and $q=3$ ), the TS-ZF scheme has the lowest complexity, and the SDFSE scheme with an adaptive threshold and the proposed scheme have comparable complexities.

## V. Conclusion

We have studied a scheme that combines frequency-domain correlative coding with a modified decision-feedback receiver for quasi-orthogonal ST-OFDM systems over time selective fading channels. We have analyzed the impact of channel time selectivity on the performance of such systems. Performances of three detection schemes are compared, and it is found that the proposed scheme can effectively eliminate the error floor of quasi-orthogonal ST-OFDM systems in fast fading environments.

## Appendix

## Proof That $\Upsilon$ is a Circulant Matrix and DERIVATION OF (19)

Since $\Upsilon$ in (17) is the same for any antenna index $p$, we can replace vector $\boldsymbol{h}_{l}(n)$ of the channel matrix $\boldsymbol{H}$ in (2) with a scalar $h_{l}^{(p)}(n)$ (note that OFDM block index is omitted for notational simplicity) and replace zero vector $\mathbf{0}$ with scalar 0 , forming a new $N_{s} \times N_{s}$ matrix $\mathcal{H}$. Let us also define

$$
\begin{align*}
\boldsymbol{\mathcal { G }} & =\left\{g_{i j}^{(p)}, i, j=0, \cdots, N_{s}-1\right\}=\boldsymbol{U} \mathcal{H} \boldsymbol{U}^{H} \\
\mathbf{\Upsilon} & =\left\{\gamma_{i j}^{(p)}\right\}=\left\{\operatorname{var}\left(g_{i j}^{(p)}\right)\right\} \tag{26}
\end{align*}
$$

where $\boldsymbol{U}$ is the DFT matrix defined in (4). We note that $\boldsymbol{U}=$ $\left\{u_{i j}\right\}=\left[\boldsymbol{u}_{0}, \cdots, \boldsymbol{u}_{N_{s}-1}\right]$. Since $\boldsymbol{\Upsilon}$ is independent of $p$, we omit antenna index $p$ in the following discussion. If we denote $\mathcal{H}$ as the sum of $L$ matrices as $\mathcal{H}=\sum_{l=0}^{L-1} \mathcal{H}_{(l)}$, where $\mathcal{H}_{(l)}$ is a matrix formed by cyclic left-shifting the diagonal matrix $\operatorname{diag}\left\{h_{l}(0), \cdots, h_{l}\left(N_{s}-1\right)\right\}$ by $l$ columns, we have

$$
\begin{equation*}
\mathcal{G}=\sum_{l=0}^{L-1} \mathcal{G}_{l}=\sum_{l=0}^{L-1} \boldsymbol{U} \mathcal{H}_{(l)} \boldsymbol{U}^{H} \tag{27}
\end{equation*}
$$

where $\mathcal{G}_{l}=\left\{g_{l, i j}\right\}$. With the conditions expressed in Eq. 28 at the top of the next page

$$
\begin{align*}
& E\left[h_{l}(n)\right]= 0, l=0, \cdots, L-1 \\
& n=0, \cdots, N_{s}-1 \\
& E\left[h_{l}(r) \cdot h_{l^{\prime}}^{*}(s)\right]=\begin{array}{l}
J_{0}\left(2 \pi|r-s| f_{d} T_{s}\right) \delta_{l-l^{\prime}} e^{-\frac{\tau_{l}}{\tau_{r m s}}}, \\
\\
\end{array}, s=0, \cdots, N_{s}-1
\end{align*}
$$

it is recognized that $\boldsymbol{\Upsilon}=\sum_{l=0}^{L-1} \boldsymbol{\Upsilon}_{l}$, where $\boldsymbol{\Upsilon}_{l}=\left\{\gamma_{l, i j}\right\}=$ $\left\{\operatorname{var}\left(g_{l, i j}\right)\right\}$. Since the sum of circulant matrices of the same dimension is also a circulant matrix, we only need to prove that each $\Upsilon_{l}$ is a circulant matrix.

For any integer $n$, let $[n]$ denotes $n$ modulo $N_{s}$. Note that

$$
\begin{equation*}
g_{l, i j}=\boldsymbol{u}_{i}^{T} \boldsymbol{\mathcal { H }}_{(l)} \boldsymbol{u}_{j}^{*}=\boldsymbol{\eta}_{i j}^{T} \boldsymbol{h}_{l} \tag{29}
\end{equation*}
$$

$$
\begin{align*}
\gamma_{i j} & =\sum_{l=0}^{L-1} \gamma_{l, i j}=\frac{1}{N_{s}^{2}} \sum_{l=0}^{L-1} \sum_{r=0}^{N_{s}-1} \sum_{s=0}^{N_{s}-1} J_{0}\left(2 \pi|r-s| f_{d} T_{s}\right) e^{-\left(2 \pi \sqrt{-1} / N_{s}\right) t_{i j r s}} e^{-\frac{\tau_{l}}{\tau_{r m s}}} \\
& =\frac{1}{N_{s}^{2}} \sum_{l=0}^{L-1}\left\{N_{s}+2 \sum_{m=1}^{N_{s}-1}\left(N_{s}-m\right) J_{0}\left(2 \pi m f_{d} T_{s}\right) \cos \left(\frac{2 \pi}{N_{s}}[j-i] m\right)\right\} e^{-\frac{\tau_{l}}{\tau_{r m s}}} \tag{31}
\end{align*}
$$

where $\boldsymbol{\eta}_{i j}=\left[\eta_{i j 0}, \cdots, \eta_{i j,\left(N_{s}-1\right)}\right]^{T}, \eta_{i j n}=u_{i n} u_{j,[n-l]}^{*}$, and $\boldsymbol{h}_{l}=\left[h_{l}(0), \cdots, h_{l}\left(N_{s}-1\right)\right]^{T}$. Thus

$$
\begin{align*}
\gamma_{l, i j} & =\operatorname{var}\left(\boldsymbol{\eta}_{i j}^{T} \boldsymbol{h}_{l}\right)=\sum_{r=0}^{N_{s}-1} \sum_{s=0}^{N_{s}-1} \eta_{i j r} \chi(r, s) \eta_{i j s}^{*} \\
& =\frac{1}{N_{s}^{2}} \sum_{r=0}^{N_{s}-1} \sum_{s=0}^{N_{s}-1} \chi(r, s) e^{-\left(2 \pi \sqrt{-1} / N_{s}\right) t_{i j r s}} \tag{30}
\end{align*}
$$

where $\chi(r, s)=\operatorname{cov}\left(h_{l}(r) \cdot h_{l}^{*}(s)\right)$ and $t_{i j r s}=i r-j[r-l]-$ $i s+j[s-l]$. It suffices to show, for any fixed $r$ and $s$, that $\left[t_{i j r s}\right]=[i r-j[r-l]-i s+j[s-l]]=[j-i][s-r]$.

Also note that an $N_{s} \times N_{s}$ matrix $\boldsymbol{B}=\left\{b_{i j}\right\}, 0 \leq i, j \leq$ $N_{s}-1$, is circulant if and only if $b_{i j}=\kappa_{[j-i]}$, i.e., if and only if $b_{i j}$ depends only on $[j-i]$ and $e^{-\left(2 \pi \sqrt{-1} / N_{s}\right) k}=$ $e^{-\left(2 \pi \sqrt{-1} / N_{s}\right)[k]}$ because $e^{2 \pi \sqrt{-1}}=1$. Thus from (30), we can conclude that $\Upsilon_{l}$ is a circulant matrix if $h_{l}(n), n=$ $0, \cdots, N_{s}-1$, are finite.

Moreover, from (30) we have (31) at the top of this page.
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[^1]:    ${ }^{1}$ With quasi-static fading models, ITAI exists only between pairs of symbols with the $4 \times 4$ codes given in [8].

[^2]:    ${ }^{2}$ The index in the parenthesis following $\boldsymbol{h}_{t, l}$ is the time index.

[^3]:    ${ }^{3}$ The strongest signal refers to the signal with the highest signal-to-noise ratio (SNR), and the weakest signal refers to the signal with the lowest SNR.

