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Transmitter-Side Multipath Preprocessing for Pulsed
UWB Systems Considering Pulse Overlapping
and Narrow-Band Interference
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Abstract—We analyze a prerake diversity combining scheme
for pulsed ultrawideband systems to shift signal processing needs
from the receiver to the transmitter. We consider the realistic case
that received pulses carrying the same transmitted symbol could
overlap with one another in optimizing the prerake scheme based
on zero-forcing and eigenanalysis techniques. We show that in the
presence of interpulse interference caused by pulse overlapping,
the optimum prerake combining scheme in the sense of maximiz-
ing the received signal-to-noise ratio derived by using the eigen-
analysis technique performs the same as a conventional rake with
maximal ratio combining. We also analyze the different behaviors
of prerake and rake schemes in the presence of tone interferers
and provide numerical results to validate the conclusions in the
presence of in-band-modulated interferers. We find that when
the number of narrow-band interference (NBI) signals is small,
the prerake scheme outperforms the rake scheme; as the number
of NBI sources increases, however, this performance gap reduces.

Index Terms—Interpulse interference, narrow-band interfer-
ence (NBI), prerake multipath combining, ultrawideband (UWB).

I. INTRODUCTION

LTRAWIDEBAND (UWB) communications could

be achieved using the orthogonal-frequency-division-
multiplexing technique [1], [2] or the pulsed technique [3]-[6].
One of the advantages of pulsed UWB communications is
its ability to resolve individual multipath components. This
requires a rake receiver to gain path diversity and to capture
multipath energy.

Multipath combining through a rake [7], [8] requires mul-
tipath tracking and channel estimation. However, hardware
complexity, power consumption, and system cost scale up sig-
nificantly with the number of paths combined, which should be
avoided for portable or mobile units. Most UWB networks have
fixed access points, and it is very desirable if the rake processing
can be shifted from the mobile receivers to the transmitter at a
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fixed access point. As such a shift usually requires channel-state
information (CSI) in the transmitter, this technique is attractive
for systems with time-division duplexing (TDD), where CSI
can easily be obtained at both the transmitter and the receiver
since both the uplink and the downlink of TDD systems operate
in the same frequency band.

For TDD code-division multiple-access systems, a transmit
precoding technique is investigated in [9]. This scheme sug-
gests a prerake structure in which predelayed signal transmis-
sion is employed in the transmitter. This scheme is shown
to have comparable performances with the common rake re-
ceivers. The prerake scheme has recently been applied to pulsed
UWRB systems [10] in which the ideal case that received adja-
cent paths are separated in time by at least one pulsewidth is
assumed. This assumption might be acceptable for communica-
tions in line-of-sight (LOS) environments. In non-LOS indoor
environments, however, it becomes inappropriate. For example,
the typical average multipath arrival rate is in the range of
0.5-2 ns [11], [12], and the typical pulse duration could be
as large as 1-4 ns [13] for pulses with a 10-dB bandwidth of
500 MHz-2 GHz. This could cause severe interpulse interfer-
ence (IPI). Detection and performance in the presence of IPI are
studied in [14]-[16]. Besides IPI due to pulse overlapping, co-
existing narrow-band radios will interfere with UWB systems.
The effects of narrow-band interference (NBI) to UWB systems
with rake reception have been analyzed extensively [17], [18].
Prerake systems are expected to function differently from the
conventional rake receiver in the presence of NBI. Therefore,
the conclusions made in existing research on prerake UWB sys-
tems need to be reexamined, and some optimizations might help
to improve performance when pulse overlapping and NBI are
taken into consideration. The time-reversal technique, which
originated from wideband transmission in underwater acoustics
and has recently been applied to UWB communications [19], is
also similar to the prerake scheme; however, IPI and NBI are
not considered in [19].

In this paper, we study the structure, optimization, and per-
formance of prerake UWB systems when pulse overlapping
and NBI are taken into consideration. Background information
such as the transmitted signal, the UWB channel model, and
the basic prerake scheme will be described in Section II.
Section III discusses two different optimization approaches at
the transmitter to overcome the interference caused by pulse
overlapping. Section IV addresses the effects of NBI. Analyti-
cal performance expressions are obtained for an environment
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with tone interferers to illustrate how NBI affects the per-
formance of rake and prerake systems. Simulation results are
provided in Section V to validate the analysis and to compare
the performances of different algorithms in the presence of IPI
and NBI. The concluding remarks are provided in Section VI.

II. TRANSMITTER-SIDE DIVERSITY COMBINING:
PRERAKE METHOD

A. Transmitted Signal and Channel Model

In pulsed UWB systems with binary pulse-amplitude modu-
lation (PAM), the transmitted signal without prerake processing
is expressed as

o0

>

1=—00

=3 st =3 VEbipl— i) )

1=—00

where p(t) is the short-duration UWB pulse shape of width
Ty, Ey, is the bit energy, T}, is the bit interval (73, > T5,), and
b(i) € {1,—1} is the ith information bit. The energy of the
basic pulse p(t) is normalized to B, = [*° p?(t)dt = 1. s(t)
is then transmitted through a frequency-selective lognormal
fading channel [11], [20] with additive white Gaussian noise
(AWGN). It is well known that the channel for pulsed UWB
systems exhibits highly frequency-selective fading, and it can
be modeled as a discrete linear filter with an impulse response

L-1
h(t) =Y cud(t —7) 2)
=0

where L is the total number of multipath components, «; is
the channel fading coefficient for the [th path, 7; is the arrival
time of the [th path relative to the first path (79 = 0 assumed),
and §(¢) is the Dirac delta function. The channel gain «; is
modeled as «; = \;3;, where ); takes on the values of —1
or 1 with equal probability [11]. Since multipath components
tend to arrive in clusters [11], 7; in (2) is expressed as 7; =
e + Vi, Where pi. is the delay of the cth cluster in which the
lth path falls, and vy, . is the delay (relative to p.) of the mth
multipath component in the cth cluster. The relative power of
the Ith path to the first path can be expressed as E{|o;|?} =
E{|ag|?}e #e/Te=vm.e/7, where E{-} denotes expectation, T
is the cluster decay factor, and ~y is the ray decay factor. Note
that, different from common baseband models of narrow-band
systems, qy is real-valued in the UWB channel model.

B. Prerake Model

The concept of prerake diversity combining has been illus-
trated in [9] and [10]. For completeness and for the readers’
convenience, we summarize the prerake model in this section.
We assume that the signaling rate is such that the received
signal energy of a particular bit is contained within one pulse
repetition interval (73},) so that there is no intersymbol inter-
ference (ISI). Thus, we can focus on a particular bit interval
in the receiver modeling. Corresponding to the signal s;(¢) that
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carries the 7th information bit given in (1), the received signal is
expressed as

L-1
r(t) = ausi(t—m) +n(t) 3)
=0

where n(t) is the white Gaussian noise process with a two-sided
power spectral density of Ny /2.

Assuming perfect timing and perfect estimates of channel
coefficients and multipath delays, the correlator output of the
lth finger in a generic rake receiver that combines the first
L, (L, < L) paths is expressed as

Ly—1 0

?"l:Z akvab(i) /p(t—in—Tk)p(t—Z'Tb —Tl)dt + ny,

k=0 e

[=0,1,...,L,—1 (4
where the zero-mean noise component is n; = [ n(t)p(t —
iT}, — 7)dt with variance 0 = Ny/2. When |7; — 73| < T},
i, 7€{0,1,...,L — 1}, the ith and the jth received pulses
overlap with each other, causing IPI. For the ideal but nonrealis-
tic case when |7; — 7| > Ty, 4,5 € {0,1,..., L — 1}, received
pulses do not overlap. In this case, all terms with k£ # [ in (4)
are equal to zero, and r; simplifies to

rl:al\/Ebb(i)Jrnl, l:(),].,...,Lpfl )
where noise components n;,l =0,..., L, — 1, are mutually

independent.

In rake systems with linear combining, the decision vari-
able is derived based on the outputs of the L, rake fingers.
Letr = [ro,71,... ,er,l]T (superscript T denotes transpose),
a = |ap,aq,... ,aLp,l}T, and w = [wp,wr, ... ,wLp,l]T be
the tap weight vector for linear combining. The decision vari-
able is expressed as A = wTr. It is well known that maximal
ratio combining (MRC) is optimum when the desired signal
is distorted only by AWGN. The MRC weights that maximize
the output signal-to-noise ratio (SNR) are written as w = o* =
[ag,a1,. . ., 4], where (-)* denotes complex conjugate,
and superscript ** denotes Hermitian transpose.

In prerake systems, L, pulses that are each scaled and
delayed based on the multipath coefficients and delays are
transmitted in each bit interval. The channel acts as a filter. The
scaling coefficients and relative delays are controlled such that
the output peak of the correlator in the receiver is equivalent
to the output of a conventional rake with MRC. This scheme is
shown in Fig. 1. Note that, in the prerake system, the receiver
requires only one correlator and does not need to perform
channel estimation and multipath tracking.

The transmitted signal (again, only the signal in the ith bit
interval is modeled) in a prerake system is expressed as

Ly—1

! 1 S *

s;(t) = \/; Z o 1St +7) (6)
1=0
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where x = afla is a power normalization factor. After passing

through the frequency-selective fading channel described by
(2), s;(t) arrives at the receiver as

Ly—1 L-1
[Ey . . )
()= ?bb(z)g O‘L,,_HE app(t—iTy+1—1%) +n(t).
1=0 k=0

)

The receiver uses only the strongest path to detect the ith bit.!
The correlator output is expressed as

A= / ' ()p(t — i1} )dt. (8

In the absence of pulse overlapping, ideally, when spaces
between all adjacent paths are larger than the UWB pulsewidth
Ty, A’ simplifies to

Ly—1
A = @b i ajay+n 9)
Vo 3
where the zero-mean noise component n' = [ n(t)p(t —
iTy,)dt has a variance of Ny /2.

Let us examine the output SNR of the rake and prerake
systems. For the conventional rake system, let n =
[ng,n1, ... ,an,l]T be the noise vector. The instantaneous
output SNR of the rake combiner is 9 = ((a''a)?Ey)/
2E{(a™n)i(af'n)}), where E{(a"n)f(alln)} =
alaE{nfn} = a'aNy/2. In the receiver of the prerake
system, the output signal energy is ((alla)?Ey)/k =
(afa) Ey,. Since the prerake receiver does not need multipath
combining, we have E{n"*n'} = Ny/2. Although only the
energy of the strongest path is collected, the total noise energy

also scales down accordingly. The output SNR of prerake
systems is ¢ = Fy,(afa)/Ny, which is equal to the rake

IThe Lpth path whose delay is relative to the first-arriving path is TLp—1
(see Fig. 1).

(b) \Desired output

Rake and prerake systems. (a) Rake diversity combining. (b) Prerake diversity combining.

combiner output SNR. Moreover, the diversity orders of the
rake and prerake systems are the same. Consequently, both
schemes have the same performance, which will be verified by
the simulation in Section V.

III. PRERAKE OPTIMIZATION IN THE PRESENCE
OF PULSE OVERLAPPING

Since pulse overlapping causes IPI, (5) and (9) no longer
hold. Following the notation used in [15], we define the
partial correlation between p(t — %) and p(t — 7;) as p =
S p(t — 7)p(t — 7i)dt = pi,. Since the energy of p(t) is
normalized to unity, p; ;, = 1 for Il = k, and 0 < |p; | < 1 for
[ # k.Note that p; , = 0if p(t — 73,) and p(t — 7;) are mutually
orthogonal or do not overlap with each other.

For rake receivers derived from the signal model given in (4),
the received signal vector becomes

r=+Ewb(i)Ra+n (10)
where
1 £o,1 P0,L,—1
P1,0 1 P1,L,-1
R= . (11)
PL,-1,0 PLp-1,1 " 1

is the partial correlation matrix, which can be calculated using
the relative multipath delays 7; and the pulse shape p(t). Thus,
the zero-mean noise components at the output of different
receiver fingers are no longer independent, and the covari-
ance matrix of m (zero mean) is obtained to be E{nn'} =
R(Ny/2). The decision variable is still A = w™Tr, where the
optimum choice of w can be found in [15]. Note that, in the
model given by (10) and (11), the effect caused by the potential
overlap from paths Ly, ..., L, whose average power is lower
than that of the earlier arriving paths, has been neglected.

As shown in Fig. 1, the nonuniform time intervals between
different multipath components could be very small, and the
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overlap between multipaths leads to IPI. Because of the ad-
ditional distortion to the received signals caused by IPI and
the noise correlation, prerake schemes designed according to
the MRC rule may not be optimum. We define the scaling
coefficients expressed in a vector for pulses constituting s/ (¢)
in prerake systems as w = [wo,w1,...,wr,—1]". Then, s(t)
can be rewritten as

L,-1

1P
’,t:\/> _18i(t
s;(t) - lg_o wr,-1-15:(t + 1)

12)

where the power normalization factor becomes x = w' Rw.
Correspondingly, (9) becomes

A=/ &b(i)wTRa +n.
K

A. Zero-Forcing (ZF) Optimization

13)

From (13), a natural choice of the prerake weight vector w
to overcome the effect of IPI is to apply the ZF scheme, which
yields a weight vector

w' =a"R! (14)
where the matrix inversion always exists since R is a positive
definite Hermitian matrix. With the ZF prerake combining
weight, wT Ra = a'la, and IPI is completely removed in the
received signal.

It is well known that applying a ZF filter to remove the
interference in a rake receiver will enhance the additive noise.
For prerake combining, since the ZF filtering is done at the
transmitter, there is no noise enhancement. However, applying
the ZF combining weight w in prerake systems increases the
power normalization factor s, except when R is an identity
matrix (no pulse overlapping). This will effectively lower the
received SNR as the average transmitted signal power is kept
constant.

B. Maximization of the Received SNR Based on Eigenanalysis

Optimum diversity combining in the sense of maximizing the
received SNR in a prerake system finds a w that maximizes the
output SNR ). We assume a quasi-static fading model in which
the channel fading coefficients and relative path delays are static
over a block of data. Next, we apply the eigenanalysis method
to maximize the instantaneous SNR in each block to achieve
optimum system performance.

As easily seen from (13), the correlator output SNR
of a prerake system in the presence of IPI now be-
comes 1) = (Epw” Raa™ RMw*) /(kNy). Maximizing 1) is
equivalent to maximizing 1 = (wT Raa™ RMw*)/(k) =
(wT Raa R w*) /(wTrw*). From (11), we know that the
matrix R is Hermitian and positive definite. By using Cholesky
factorization [24], R can be expressed as R = M Hpr. ot
we define a new vector u = Mw?*, 1)’ can be rewritten as
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(U Maa™ M%) /(ufu). From the minimax theorem in
eigenanalysis [24], the optimum prerake combining vector

uHMaaHMHu} 15)

Uopt = argirtnax { uia
is the principal eigenvector (the eigenvector correspond-
ing to the largest eigenvalue) of Maa™ MY, Because
Moo M"™ = Ma(Ma)? is formed from a single-column
vector M ¢, it is only of rank 1 with only one nonzero eigen-
value corresponding to the principal eigenvector v = M o. We
let uqp; = v, which apparently leads to the conclusion that
w = . This implies that, interestingly, even in the presence
of IPI, MRC is still the optimum linear prerake diversity com-
bining scheme. This choice of the prerake combining weight
results in the same error performance as a conventional rake
receiver with MRC when IPI is present.

IV. PERFORMANCE IN THE PRESENCE OF NBI
A. Signal Model

Prerake and rake systems may perform differently in the
presence of NBI. This is because the receiver of a prerake
system takes only one sample per bit for detection, whereas
the receiver of a rake system needs L, samples. Let I(¢)
represent the interference signal. The correlator output for the
ith information bit of a prerake system when NBI is present is

modified as
E
A =4/ ?bb(i)wTRa +n + A

= A5+ Ay + A (16)
where Ap = [*° I(t)p(t — iT})dt, and for the convenience of
discussion in the following sections, we have defined Ag and
A} to represent, respectively, the first and second terms of
the right-hand side of the equation. The NBI does not change
the weight selection process for prerake diversity combining
since the instantaneous NBI energy collected by the receiver
is independent of the weight vector w.

As concluded in Section III, rake and prerake systems with
MRC have the same error performance when only AWGN is
present. However, the NBI terms in the decision variables of
rake and prerake receivers have different distributions, which
may result in different error performances for the two schemes.
Let us examine the NBI terms in the decision variables for
rake and prerake schemes. When NBI is present, the combiner
output of a common rake receiver is expressed as

Lp—1 Lp—1
A :\/Ebb(i)wTRa + Z win; + Z wil;
1=0 1=0

=Ag + Ax + A (17

where I; = [ I(t)p(t —iT}, — 7;)dt. Notice the following
main difference between the interference term Ay in (17) for
rake systems and the interference term Aj in (16) for prerake
systems: A} is a single integral, whereas A; is the sum of
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Fig. 2. Distributions of NBI experienced by prerake and rake systems in the
presence of in-band tone interferers.

L, terms. To make the comparison fair, fading, AWGN, and
NBI experienced by both the rake and prerake systems must
be kept the same. For all practical scenarios, the time span
of the L, paths is much shorter than the coherence time of
the NBI waveforms. It is thus reasonable to assume that [; ~

1,0 =0,...,L, — 1. For prerake systems, NBI experienced
by the receiver only depends on NBI I(t) and UWB pulse
shape p(t), as is clearly seen from Af, which is defined in
(16). For rake systems, the elements of the multipath combining
weight vector w (which is equal to o™ if MRC is adopted) are
random variables (RVs). Therefore, as clearly seen from (17),

besides I(t) and p(t), the distribution of NBI experienced by

. e Lp—
the receiver also depends on the distribution of » ", ! wy.

These differences are illustrated via simulation in which
NBI is generated following the specification given in [25] and
[26]. We consider the following two types of narrow-band
interferers: an in-band tone interferer and an in-band-modulated
interferer that uses BPSK modulation and root-raised cosine
(RRC) baseband waveform with a bandwidth of 5 MHz and a
roll-off factor of 0.25. As we assume a quasi-static multipath
fading model for the simulation, the channel varies block
by block. Over each block, the NBI signals experienced by
the receiver have a random in-band carrier frequency. For
simplicity and without loss of generality, the average power of
the multipath channel is normalized as E {ZIL:IO_ ! loul?} =1
so that Ey, /Ny is equal to the average received SNR. Fig. 2
shows the distribution of NBI experienced by a rake and a
prerake system when a tone interferer is present, while the case
with a modulated interferer is shown in Fig. 3. In both cases,
the average NBI signal power seen at the receiver is chosen to
be 6 dB stronger than the transmitted power of the data signal.
The details of the method to generate the data signal will be
given in Section V. In both figures, the NBI experienced by
the rake and prerake systems exhibits different distribution
characteristics, which might lead to different performances of
these schemes in the presence of NBI.

In addition, as shown in Figs. 2 and 3, the distributions of
NBI with a rake and a prerake receiver for different types
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Fig. 3. Distributions of NBI experienced by prerake and rake systems in the
presence of in-band-modulated interferers.

of interference (tone and modulated interferers) are similar
although not identical. Therefore, in the following analysis, we
focus on analyzing the bit error rate (BER) performances of
rake and prerake systems in the presence of tone interferers;
the conclusions derived from this case should be applicable to
predict the relative performances of rake and prerake schemes
in the presence of modulated NBI. This will be further validated
via simulation.

The analysis becomes extremely complex when pulse over-
lapping is considered; thus, we will focus on the case that
received pulses that do not overlap in the theoretical analysis
of the relative performances of rake and prerake schemes in
the presence of NBI and resort to simulation for more general
scenarios. Nevertheless, the results derived based on such sim-
plification could serve as a BER lower bound. Without loss of
generality, we assume that the ¢th transmitted bit is a “1” and
derive the conditional BER.?

For rake systems with a perfect path resolution (no IPI) and
MRC and b(i) = 1, the two terms Ag and Ap given in (17) are
simplified as

L,—1
As=vVE, Y o =0\Ey (18a)
=0
Ly-1
A= Z al; (18b)
=0

where 6§ = ZlL:"(;l a?.
Similarly, for prerake systems, the
simplified as

g given in (16) is

19)

2When input bits have an equal probability to take on the value of “1” and
“—1,” which is assumed to be the case in this paper, the conditional BER is
equal to the average BER.
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B. Distribution of Ay and A}

The system performance with in-band tone interferers will
be bounded by the following two extreme cases: with one tone
interferer and with a large number of tone interferers. Thus, we
will analyze the performances of rake and prerake schemes for
these two cases next.

1) Single Tone Interferer: For prerake schemes, when there
is only one in-band tone interferer, the interference component
A} at the output of the prerake receiver can be viewed as
samples at the receiver filter output whose input is a sinusoidal
signal. Since the filter is matched to the ultrashort UWB pulse,
the interference at the filter output is effectively a sampled
sinusoidal signal in which the sampling time has a uniform
distribution. Therefore, A} at the output of the filter has a
harmonic distribution given by [21]

%, T < \@O’
pA{(aj) = { 77\/20'127302 ‘ | 1 (20)

0, otherwise

where 012 is the variance of the tone interferer, which corre-
sponds to the average power of the interferer if the filter energy
is normalized to unity.

For rake schemes, the NBI component at the receiver out-
put is a sum of multiple interference terms, each scaled by
a combining weight coefficient, as expressed in Aj. Since
all combining weight coefficients are independent and almost
identically distributed RVs in the case of MRC, this sum may
be approximated as a Gaussian RV when the number of rake
fingers is large.

2) Multiple Tone Interferers: For prerake schemes, when
multiple tone interferers of different frequencies are present
simultaneously, the contributions to Aj from each sinusoidal
signals can be considered as independent RVs with a harmonic
distribution. As the number of interferers becomes large, the
NBI distribution can be approximated as Gaussian by invok-
ing the central limit theorem. Note that there could be cases
when the number of tone interferers is not large enough but
greater than one in which neither a harmonic distribution nor a
Gaussian distribution is an accurate approximation.

For rake schemes, /A1 contains even more terms than the
case with one tone interferer. Thus, the same reason as given
for the case of a single tone interferer applies, and A; can be
approximated as a Gaussian RV.

C. Distribution of 0

We apply the UWB indoor channel model in [11]. In the
absence of pulse overlapping, the received sample gain 6 can
be simplified to 6 = ZZL:‘)O_ ! o?, which is a sum of squared
multipath fading coefficients that are independent lognormal
RVs. To evaluate the probability density function (pdf) of 6,
one needs to find the pdf of the sum of independent lognormal
RVs. Although an exact closed-form expression does not exist,
there are a number of methods to approximate this pdf. We
will apply Wilkinson’s method [27] to approximate the desired
pdf of 6.
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As mentioned in Section II-A, the channel coefficient «; can
be modeled as oy = A;3;, where \; € {1, -1}, and 5 = |oy]
is a lognormal RV. Let 3; = |oy| = €%, where u; is a normal
RV obeying u; ~ N (juy,,02,), and 0; = af = e**. The kth
moment of the lognormal variable (; is then given by

E {ﬁf} — ehhu tR?oT, /2. 21

Let 6 = EZL:"[; "6, be modeled as a lognormal RV, which
implies that 6 = e* and = ~ N (py,02) is a normal RV. In
Wilkinson’s method, the two parameters u, and o, can be
obtained by matching the first two moments of 6 with the
first two moments of ElL:"(; ! ;. Algebraic manipulations lead

to the mean p, = In(E%,/v/EL2) and the standard deviation
0, = \/In(Er2/E?,), where the two scalars E,; and F» are

related to yu,,, and 0., by

Lp—1
Ep= Y e(Puut2el) (22a)
1=0
Ly—1 Lp—1 -1
Epo= Z e(4uul+8031) +9 Z Z62(““l+“”m+giz+”12Lm)_
=0 =1 m=0
(22b)
Put all together, the pdf of 6 is approximated as
1 (In(6) — pa)”
)= ———=exp | ——————| . 23

In the case when an analytical expression of f(6) is impossible,
the pdf could be obtained via the Monte Carlo simulation,
which incorporates the actual channel statistics.

D. Error Probability in the Presence of NBI

When the error rate is dominated by the additive noise
component, the analysis becomes simple, and, as explained in
Section III, both rake and prerake systems have the same error
performance. It will be more interesting to find out how rake
and prerake schemes perform in NBI-dominated scenarios. In
such a case, we can ignore the additive noise component in the
analysis for simplicity. When NBI and AWGN are comparable,
their impacts can be separately analyzed (because NBI and
AWGN are independent) and then combined to predict the
system performance.

1) With One Tone Interferer: The probability of error when
multipath fading is absent had been derived in [21]; we extend
such results to the case with multipath fading and derive a
BER expression conditioned on #. Assuming binary PAM in
which the input takes on the values of “1” and “—1” with
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equal probability, we obtain the probability of error conditioned
on f as

+o0 V201
PO) = [ o= [ pale)de 4
VEn0 VEn0

The integral above can be carried out, and (24) can be obtained
to be

P(O) = 3 — Larcsin (/&), 7a<2 (25)
O, Y4 > 2
where
D
Yo =5 (26)
b

2) With Multiple Tone Interferers: When the interference is
approximated as Gaussian, the BER expressions conditioned
on 6 for rake and prerake receivers with binary PAM are
expressed as

0
1 — VEy9)?
P rerake
preral (©) 27r012 /e { 201 ] dA
=Q ( Eb9> 27)
o1
0
1 (A — Ag)?
Prake(e) = /eXp B) 3 d\
2’/T02AI o I A
A,
_0 < ) . 28)
OA,

Recall from (18a) and (18b) that A = \/E},60 and 03 = fo7.
We thus have

VE0

o1

Prakc(a) = Q < > = Pprcrakc(9)~ (29)

The average BER can be calculated by averaging the
conditional BER P(6) over the pdf f(6) as

P.= | P0)f(0)do
/

where P(6) has been given in (25) or (29), and f(6) has been
given in (23).

(30)

V. SIMULATION RESULTS AND DISCUSSION

In obtaining simulation results, a carrier-modulated truncated
RRC pulse with a roll-off factor of 0.25 is applied as the UWB
pulse shape p(t). This pulse has a width of 7, = 1 ns and a
10-dB bandwidth of 2 GHz. The system data rate is set as
50 Mb/s. We adopt the CM3 channel model [11] with a root-
mean-square delay spread of 15 ns, an average cluster arrival
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Fig. 4. Simulated BER versus E}, /Ny curves of the prerake and rake systems
with and without IPI (no NBI).

rate of 0.0667/ns, and an average path arrival rate of 2/ns. The
cluster decay factor applied is I' = 14 ns, the ray decay factor
applied is v = 7.9 ns, and the standard deviation of the fading
coefficients chosen is 3.4 dB. The number of fingers is chosen
to be L, =5, which is a typical choice for many practical
systems to provide a balanced complexity and performance.
The receiver has perfect knowledge of the channel coefficients
and delays.

Fig. 4 shows the simulated error performances of prerake and
rake systems in the absence of NBI. For comparison, error per-
formances of these systems with and without IPI are provided.
All parameters of the channel and the transmitted signals are
the same, except that the path arrival rate for the latter case
is fixed so that no IPI occurs. It is observed that, although
IPI degrades the performance, both prerake and rake systems
with MRC perform the same. When there is no pulse overlap-
ping, the ZF scheme for prerake systems is found to have the
same performance as MRC rake systems. In the presence of
pulse overlapping, however, the ZF optimization for prerake
multipath combining performs worse than the MRC scheme
for reasons explained in Section III. Although ZF for prerake
combining does not enhance noise in the receiver, it requires a
higher transmit signal energy per symbol to overcome IPI.

Error performance in the presence of tone NBI is shown in
Fig. 5, where the BER values are obtained as a function of the
power ratio of the interferers to the transmitted signals. It is
observed that, with a single NBI source, the prerake scheme
performs several decibels better than the conventional rake
scheme at the low-BER region. This is due to the different dis-
tributions of the interference the rake and prerake receivers ex-
perienced. It also validated the conclusion made in Section IV-B
that the prerake scheme tends to perform the same as the rake
scheme as the number of independent interferers increases. The
analytical curves obtained by applying the harmonic-distributed
and Gaussian-approximated NBI given in Section IV match
very well with the simulated curves for both rake and prerake
systems for the single-interferer scenario. The analytical curve
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Fig.5. Analytical and simulated BER versus P;/ Ps curves of the prerake and

rake systems with tone interferers.
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Fig. 6. Simulated BER versus P;/Ps curves of the prerake and rake systems
with modulated interferers.

with Gaussian-distributed NBI can also serve as an upper bound
for prerake systems with multiple interferers.

Fig. 6 shows the simulated BER curves in the presence of
in-band-modulated interferers. The NBI signals are generated
using the method and parameters described in Section IV-A and
at the beginning of this section. To clearly assess the different
behaviors of rake and prerake schemes in the presence of NBI,
AWGN and IPI are not considered in Figs. 5 and 6. Note that
we have assumed perfect channel estimation for both types of
receivers. How NBI affects the channel-estimation quality of
rake and prerake systems is a complex issue and is beyond the
scope of this paper.

VI. CONCLUSION

We have optimized the prerake multipath combining scheme
for pulsed UWB in the presence of IPI caused by pulse overlap-
ping. MRC is still proved to be the optimum linear multipath
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combining scheme for prerake systems in the sense of maxi-
mum received SNR when the system is distorted by AWGN
and IPI. We have also assessed the receiver behavior and the
error performance of both the prerake and the conventional rake
schemes in the presence of NBI. In the absence of NBI, both
the rake and prerake schemes with the same set of combining
weights have identical performances. When the number of NBI
signals is small in which the interference components in the
receiver cannot be approximated as Gaussian, however, the pre-
rake scheme has been found to outperform the rake scheme. The
performance gap between rake and prerake schemes reduces as
the number of NBI sources increases.
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