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Applications of Noisy-Channel
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Application Input Output p(i) p(oli)
Machine L, word L> word p(Ly)ina translation
Translation sequences sequences language model model
Optical Character  actual text text with  prob of model of
Recognition (OCR) mistakes language text OCR errors
Part Of Speech POS tag English prob of p(wit)
(POS) tagging sequences words POS sequences

Speech word speech prob of word acoustic
recognition sequences  signal sequences model

text with prob. of

, noisy spellin
mistakes language text Y SPEing

spelling correction correct text



Noisy Channel Examples
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Language Model for Generation

® search suggestions

i] (Q' obama raises
K‘EIFI.:

obama raises 86 million
obama raises debt ceiling
obama raises taxes

obama raises

obama raises money

obama raises debt limit

obama raises debt

obama raises cafe standards
obama raised campaign money
obama raises medicare age



Language Models

® problem: whatis P(w) = P(w|w2...wy)?
® ranking: P(an apple) > P(a apple)=0, P(he often swim)=0
® prediction: what’s the next word? use P(wn| Wi ... Wn.1)

Obama gave a speech about

sequen.ce prob, not just joint prob.
O[P(w| W2 ... Wn) = P(wi1) P(w2 | wi) ... P(Wn | Wi ... wh.) J

® = P(wi) P(w2|wi) P(w3|wiw2) ...P(Wn|Wn2wni) trigram

o =~ P(wi) P(w2|wi) P(w3]|w>) ... P(Wn | Wn-1) bigram
® =~ P(w) P(w2) P(w3) ... P(Wn) unigram
e =~ P(w) P(w) P(w) ... P(w) 0-gram
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Estimating n-gram Models
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® maximum likelihood: pmi(x) = c¢(x)/N; pmL(xy) = c(xy)/c(X)
® problem: unknown words/sequences (unobserved events)

® sparse data problem

® solution: smoothing



Smoothing

® have to give some probability mass to unseen events

® (by discounting from seen events)

allegations

reports

claims

request
attack
man
outcome

® QI:how to divide this wedge up!

® Q2: how to squeeze it into the pie?

allegations
reports
attack
man
outcome

* 4 (D. Klein)
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Smoothing: Add One (Laplace)

new wedae (ane Hay sl dor
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® MAP: add a “pseudocount” of | to every word in Vocab
® Pip(x) = (c(x) + 1)/ (N +V) V is Vocabulary size
® Pip(unk) = | / (N+V) same probability for all unks

® how much prob. mass for unks in the above diagram!?

® e.g., N=10°% tokens, V=26%°, Vops = 10>, Viunk= 26%- 10°



Smoothing:Add Less than One

new wzége. (ane Nay sl dor
2o Chemcty jequence. of \cnst\\ QL0

e wes Nevsr obleved ™ TWaining M\)

® add one gives too much weight on unseen words!

® solution: add less than one (Lidstone) to each word inV

® Pidg(x) = (c¢(x) + A) / (N + AV) 0<A<I is a parameter
® Pig(unk) = A/ (N+ AV) still same for unks, but smaller

® Q: how to tune this A ? on held-out data!



Smoothing: Witten-Bell

® key idea: use one-count things to guess for zero-counts

® recurring idea for unknown events, also for Good-Turing

® prob. mass for unseen: T/ (N +T) T:# of seen types
® ) kinds of events: one for each token, one for each type
® = MLE of seeing a new type (T among N+T are new)

® divide this mass evenly among V-T unknown words

® pwb(X) =T / (V-T)(N+T) unknown word
= c(x) / (N+T) known word

® bigram case more involved; see |&M Chapter for details
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® again, one-count words in training ~ unseen in test

® et Nc = # of words with frequency r in training
® Pr(x) =c’(x) / N where c’(x) = (c(x)+1) Ncpoy+1 / Newo

® total adjusted mass is sumc ¢’ Nc¢ = sumc (c+1) Ne+1 / N

® remaining mass: N/ N: split evenly among unks |
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® from Church and Gale (1991).

bigram LMs. unigram vocab size = 4x10>
T+ is the frequencies in the held-out data (see fempirical)-
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® Good-Turing is much better than add (less than) one
® problem |: Ncmax+1 = 0,50 ’max =0

® solution: only adjust counts for those less than k (e.g., 5)
® problem 2: what if Nc = 0 for some middle c?

® solution: smooth N itself

swooth Ny irell, eg.:
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p(wi|wi_aw;_1), itC(Wi_a2wi_1w;) >0
a1 P(Wi|wi_1), fC(wi_awj_1w;) =0

p(Wilwi—Z Wi—1) = andC(w,-_1 Wi) >0
asp(w;), otherwise.
p(wi|wi_owi_1) = Xp(Wj|wWi_awWi_1)
+A2p(Wi|Wi—1)
+Az3p(w;)

subject to the constraint that » J; A; = 1

CS 562 - Lec 5-6: Probs & WFSTs |6



Entropy and Perplexity

® classical entropy (uncertainty): H(X) = -sum p(x) log p(x)

® how many “bits” (on average) for encoding

® sequence entropy (distribution over sequences):
® H(L) = lim I/n H(wi... wn) (for language L) Q:why I/n?
o = lim I/n sum_{w in L} p(wi...wn) log p(wi...wn)

® Shannon-McMillan-Breiman theorem:

® H(L) = lim -1/n log p(wi...wn) no need to enumerate w in L!

® if wis long enough, just take -1/n log p(w) is enough!

® perplexity is 2M{H(L)}

17



Entropy/Perplexity of English

® on |.5 million W§J test set:

® unigram: 962 9.9 bits
® bigram: 170 7.4 bits
® trigram: 109 6.8 bits

® higher-order n-grams generally has lower perplexity
® but hitting diminishing returns after n=>5
® even higher order: data sparsity will be a problem!

® recurrent neural network (RNN) LM will be better

® what about human??



Shannon Papers

® Shannon, C.E. (1938). A Symbolic Analysis of Relay and Switching Circuits.
Trans. AIEE. 57 (12):713-723. cited ~1,200 times. (MIT MS thesis)

® Shannon, C.E. (1940). An Algebra for Theoretical Genetics. MIT PhD Thesis. cited 39 times.

® Shannon, C.E. (1948). A Mathematical Theory of Communication,
Bell System Technical Journal, Vol. 27, pp. 379423, 623—656, 1948. cited ~100,000 times.

® Shannon, C.E. (1951). Prediction and Entropy of Printed English.

(same journal)

® http://languagelog.ldc.upenn.edu/myl/Shannon1950.pdf cited ~2,600 times.

Fo

Fi

F2

|F3 [F word

26 letter 4.70

4.14

3.56

33 12.62

27 letter 476

4.03

3.32

3.1 2.14

Zero-order approximation

XFOML RXKHRIJFFJUJ ALPWXFWIXY]J
FFIEYVICQSGHYD
QPAAMKBZAACIBZLKIQD

First-order approximation

OCRO HLO RGWR NMIELWIS EU LL
NBNESEBYA TH EEI ALHENHTTPA
OOBTTVA NAH BRL

Second-order approximation

ON IE ANTSOUTINYS ARE T INCTORE
ST BE S DEAMY ACHIN D ILONASIVE
TUCOOWE AT TEASONARE FUSO TIZIN
ANDY TOBE SEACE CTISBE

REPRESENTING AND SPEEDILY IS AN
GOOD APT OR COME CAN DIFFERENT
NATURAL HERE HE THE A IN CAME
THE TO OF TO EXPERT GRAY COME TO
FURNISHES THE LINE MESSAGE HAD
BE THESE

Third-order approximation

IN NO IST LAT WHEY CRATICT
FROURE BIRS GROCID PONDENOME
OF DEMONSTURES OF THE REPTAGIN
IS REGOACTIONA OF CRE

http://people.seas.harvard.edu/~jones/cscie| 29/papers/stanford_info_paper/entropy_of english_9.htm

THE HEAD AND IN FRONTAL ATTACK
ON AN ENGLISH WRITER THAT THE
CHARACTER OF THIS POINT IS
THEREFORE ANOTHER METHOD FOR
THE LETTERS THAT THE TIME OF WHO
EVER TOLD THE PROBLEM FOR AN
UNEXPECTED
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Shannon Game

compute entropy (bits per char)

’

® guess the next letter;

3-gram: 3.1

’

-gram: 3.32

2

’

-gram: 4.03

’

gram: 4.76

(0

me: upperbound ~2.3

® native speaker:~1.l (0.6~1.3);
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The entropy for this experiment is 2.4259205

The entropy for this experiment is 2.2234929

Q: formula for entropy?
(only computes upperbound) http://math.ucsd.edu/~crypto/java/ENTROPY/ -,
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From Shannon Game to Entropy

T h e b r o k e n v

2 1 1 111 3 2 5 1 1 115

The subject’s identical twin would be able to reconstruct the original text from the guess sequence,
so in that sense, it contains the same amount of information.

Let ¢1, ¢, ...c, represent the character sequence, let 1,42, . .. gn represent the guess sequence,
and let j range over guess numbers from 1 to 95, the number of printable English characters plus
newline. Shannon [3] provides two results.

(Upper Bound). The entropy of ¢1,c2,...cn is no greater than the unigram entropy of the
guess sequence:

—']" log(ﬂ,-_l P(g,-)) = —',1, E?_] 10g(P(Xi)) = Z?E] P(]) log(P(i))

This is because this unigram entropy is an upper bound on the entropy of g1, 82, ...8» , which
equals the entropy of ¢y, ¢y, . .. ¢y. In human experiments, Shannon obtains an upper bound of 1.3 bits
per character (bpc) for English, significantly better than the character n-gram models of his time

(e.g., 3.3 bpc for trigram). .
(Lower Bound). The entropy of ¢1, ¢, ...y is no less than: \ ((
Z;’il j - [P() — P+ 1)] - log(j) 4 Q“ )
with the proof given in his paper. Shannon reported a lower bound of 0.6 bp \\ _UPPER BOUND :
3
e [N, 1 !
°2 & N\#_“‘_L \
M> o A
LOWER BOUND-T — o ¢ J l A
27 . . 27 1 T‘> P, > < .
2 i(gY — gfi) log i < Fx < — 32 Y log ol (17) | 7\!\ ?
1= ) t=
0 .

0o 1 2 3 a4 5 6 7 8 9 100 11 12 13 14 15 100
NUMBER OF LETTERS

Fig. 4—Upper and lower experimental bounds for the entropy of 27-letter English.

http://www.mdpi.com/1099-4300/19/1/15 21
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BUT | CAN BEAT YOU ALL!

® guess the next letter

compute entropy (bits per char)

’

3

3-gram:

32,

3

-gram:

2

’

.03

4
~1.1 (0.6~1.3)

| -gram

’

76

4

-gram:

(0

: upperbound ~2.3

me

’

® native speaker
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The entropy for this experiment is 0.28841683

The entropy for this experiment is 0.27281994

The entropy for this experiment is 0.07761951

This Applet only computes Shannon’s upperbound!

I’'m going to hack it to compute lowerbound as well.
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Playing Shannon Game: n-gram LM

® (-gram: each char is equally likely (1/27)

® |-gram: (a) sample from |-gram distribution from Shakespeare or PTB

® |-gram: (b) always follow same order:

® J-gram:always follow same order:Q=>U A J=>UOEAI

Fo Fi F2 F3 Fword
26 letter 4.70 4.14 3.56 33 2.62
27 letter 4.76 403 3.32 3.1 2.14

27

2 ilgY —

w1 1=1

27
giv1) log i < Fy < — 2 ¥ log gf.

(17)

Shannon’s estimation is less accurate for lower entropy!

|-gram (a)
BROWN BEAR WAS ALLOWED INTO THE

510101175 411119511129 3 7510922177 2 814127 613191

CIRCUS TENT WITHOUT PAYING BEC
318252020667 1131218652 311214 8210521525718

AUSE THE ATTENDANT WASNT WILLIN

8171112 81512101210 313 2158171910 1 1813181815 22213149199

G TO ARGUE WITH ANYONE THAT HAD
203 21322519197 1256 21956 6132 519218 8 7 314423

SUCH BIG TEETH

4 723161112412188117 6155

. The entropy for this experiment is in [4.0705876, 4.3981924) .
e t A o i n

| -gram (b)

BROWN BEAR WAS ALLOWED INTO THE

1996217119249 12148141010621222157 3613112

CIRCUS TENT WITHOUT PAYING BEC
1135913148 13273 12153116143 1164205 718119213

AUSE THE ATTENDANT WASNT WILLIN

4148 2 131121433271247 3121487 31215101857

G TO ARGUE WITH ANYONE THAT HAD

1813614918142 121531114 720672131143 111412
SUCH BIG TEETH

1814131111951813 22311

. The entropy for this experiment is in [3.3405864, 3.9108648] .

_ ETATONSRLHDCUMPFGBYWVKXJOQZ

0-gram
BROWN BEAR WAS ALLOWED INTO THE

134 412 821212023 21911 7 111318171110 1 24 3 26 6 1018 8 1711 8 16
CIRCUS TENT WITHOUT PAYING BEC

10255 4 3 410179 32213252261223 4232 6 8 825272720121223 2

AUSE THE ATTENDANT WASNT WILLIN

239 912131131218 325191221561922112225222101214 513113

G TO ARGUE WITH ANYONE THAT HAD
2524 7 311 81519 4 1925 1 25262226 4 1914 2191217 8134 216720 4

SUCH BIG TEETH

210224172317154 623111168

. The entropy for this experiment is in [4.5414, 4.5794053] .

2-gram

UNDERNEATH THE BLUE CUSHION IN

06122125521511118310811192431042512
THE LIVING ROOM IS A HANDFULL O
11111251421411939845212642111785129
F CHANGE AND THE REMOTE CONTROL
51113214212111111119210564 1111467 310

. The entropy for this experiment is in [2.4070668, 3.23315]) l

‘Wi m f p g W ybvkixjgz



On Google Books (Peter Norvig)

My distillation of the Google books data gives us 97,565 distinct words, which were mentioned 743,842,922 321 times (37~ http:// norvig.com/ mayzner.htm|
million times more than in Mayzner’s 20,000-mention collection). Each distinct word is called a "type" and each mention is ' '
called a "token." To no surprise, the most common word is "the". Here are the top 50 words, with their counts (in billions of
mentions) and their overall percentage (looking like a Zipf distribution):
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Bilingual Shannon Game

"From an information theoretic point of view, accurately translated copies of
the original text would be expected to contain almost no extra information 1t
the original text 1s available, so in principle it should be possible to store and
transmit these texts with very little extra cost." (Nevill and Bell, 1992)

Monolingual Shannon Game (no source sentence)

If | am fluent in Spanish, then

It _is_defended_through_reasoning.
D v hinm eifi a English translation adds no new info.
e o .

: If | understand 50% Spanish, then

t English translation adds some info.

(o)

i If | don’t know Spanish at all, then

t

English should be have the same
Bilingual Shannon Game (source sentence = "Se defiende con argumentos.") entl’op)' as in the monolingual case

It_is_defended_through_reasoning.
w d
a

Entropy 2017, 19(1), 15; doi:10.3390/e19010015

Humans Outperform Machines at the Bilingual Shannon Game
Marjan Ghazvininejad ** and Kevin Knight http://www.mdpi.com/1099-4300/19/1/15 25
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Other Resources

® “Unreasonable Effectiveness of RNN" by Karpathy

® Yoav Goldberg’s follow-up for n-gram models (ipynb)

http://karpathy.github.io/2015/05/2 | /rnn-effectiveness/

http://nbviewer.jupyter.org/gist/yoavg/d76 121 dfde26 18422139

http://pit-claudel.fr/clement/blog/an-experimental-estimation-of-the-entropy-of-english-in-50-lines-of-python-code/

As 0 rough example, cal this sequence of values F; and assume that it verifies the recurrence equation
Fis1— Fx = a(F,— F,-1). Then the a that yields the best approximation (taking the two initiol values for granted since they

Running this algorithm on the entire Open American National Corpus (about 95 million charac- ) » 3 . 3 . , )
ove less likely to suffer from sampling errovs) is @ = .68 (L* error: 6.7 - 10 ), and the corresponding entropy rate is

h = 1.14 birs/choracter

ters) yields the following results:
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Extrapolated entropy rate values for g = ().08. In this heuristic model, the limit entropy rate is
h = 1.14 bits/character
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