
Qualitative results on 
unconstrained 
in-the-wild videos.

A, B: On wild YouTube 
videos.

C,D: On MADS 
in-studio datasets.

Notice variations in 
pose-filling outcomes 
particularly for the 
non-visible joints 
(highlighted in dotted 
box).
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Unsupervised Cross-Dataset Adaptation via Probabilistic Amodal 3D Human Pose Completion

Overview
   Motivations

● Performance of human 3D pose estimation 
approaches highly relies on availability of annotated 
training samples.

● Such models not only exhibit an alarming level of 
dataset bias, but also fail to operate on unconstrained 
videos in the presence of external variations such as 
camera motion, partial body visibility, occlusion, etc.

● we plan to formalize a self-supervised learning 
framework for human pose estimation particularly 
targeting unconstrained videos with no access to pose 
annotations (e.g videos collected from Youtube).

    What’s new?

● Firstly, we aim to formalize a motion representation 
learning framework by effectively utilizing both 
constrained and artificially generated unconstrained 
video samples for datasets with 3D pose annotation.

● In contrast to the prior arts, our probabilistic model 
generates multiple plausible pose sequences 
(specifically for the invisible body-joints, i.e. the 
upper-body) for a given unconstrained video with 
partial-visibility.

● Secondly, to address dataset bias, the probabilistic 
amodal framework is re-utilized to design novel 
self-supervised objectives.

Approach
● Stage-wise training steps to enable probabilistic amodal motion completion

●  Illustration of our self-supervised strategies

Results
● Motion embedding visualization

Cross-dataset 3D pose estimation results 
(PSS: Pose Structure Score)


