
Selection: select state 𝑆0:𝑡 .
Simulation: update the expected utility for the simulations, given 𝑟 Π𝑠𝑖𝑚 .
Backpropagation: propagate the expected utility back to the root node by updating all
the nodes on the path using:

𝑄′ 𝑆0:𝑡, 𝑎𝑡 ← 𝑄′ 𝑆0:𝑡, 𝑎𝑡 + 𝐶 𝑟 Π𝑠𝑖𝑚

∀ 𝑆0:𝑡 ∈ Πsim, 𝑡 = {1,2, … , 𝐵}
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Problem Statement
Given: a large video with high resolution and multiple
activities happening at the same time, and a query.
Goal: perform cost-sensitive parsing to answer the query.

Approach

Activity Parsing as a Search ProblemMotivation
Querying surveillance videos requires running many
detectors of:
• group activities,
• individual actions,
• objects.
Running all the detectors is inefficient as they may
provide little to no information for answering the query.

Parsing spatiotemporal And-Or Graphs can be defined in 

terms of (α, β, ɣ, ω):
• α: detecting objects, individual actions, group activities 

directly from video features.

• β: predicting an activity from its detected parts by 

bottom-up composition.

• ɣ: top-down prediction of an activity using its context.
• ω: predicting an activity at a given time based on 

tracking across the video.

log 𝑝 𝒑𝒈𝑙
𝜏 ∝ 𝑤𝛼

𝑇 𝜙 𝑥𝑙
𝜏, 𝑦, ℎ + 𝑤𝛾

𝑇 𝜙 𝑥𝑙−
𝜏 , 𝑦, ℎ

+ 
𝑖,𝑗
𝑤𝛽

𝑇 𝜙 𝑥𝑖𝑙+
𝜏 , 𝑥𝑗𝑙+

𝜏 , 𝑦, ℎ + 𝑤𝛼
𝑇 𝜙 𝑥𝑙

𝜏, 𝑥𝑙
𝜏−, 𝑦, ℎ

α detector of activity ɣ context of activity

ω tracking of activityβ relations between parts of the activities
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Classification accuracy on New Collective Activity dataset

Classification accuracy on UCLA Courtyard dataset

Limited budget

Infinite budget

Classification accuracy on Collective Activity dataset

New from [4]

[6] Tracking detections:

(V3), (QL), [4] Parse graph with no tracking:

(V2), [9] Parse graph with tracking the query:

(V1) Parse graph with tracking all: NEW from [4]

Action:  𝑎𝑡 ∈ 𝑝𝑟𝑜𝑐𝑒𝑠𝑠, 𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟, 𝑠𝑝𝑎𝑡𝑖𝑜𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑣𝑜𝑙𝑢𝑚𝑒 ,
State:     𝑆0:𝑡 = 𝑠0 𝑎0, 𝑎1, … , 𝑎𝑡−1 ,
Policy: Π = 𝑠0, 𝑎0:𝑡 𝑡 = 1,2, … , 𝐵 , where 𝐵 is the inference budget,
Reward: 𝑟(Π) = I log 𝑝 𝒑𝒈(Π) > 𝜃 , where 𝜃 is an input threshold.

The cost-sensitive inference for a policy,  Π, is conducted by taking the set of 
actions, 𝑎0:𝐵, that provides the maximum utility, 𝑄, for states, 𝑆0:𝐵:

 Π = argmaxa𝑄 𝑆0:𝑡, 𝑎𝑡 , ∀ 𝑡 = 1,2, … , 𝐵 ,

𝑖𝑓 𝑟  Π =  
1 𝑎𝑐𝑐𝑒𝑝𝑡,
0 𝑟𝑒𝑗𝑒𝑐𝑡.

New from [4]


