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Unsteady Flow Evolution in Porous Chamber with Surface Mass
Injection, Part 1: Free Oscillation

Sourabh Apte¤ and Vigor Yang†

Pennsylvania State University, University Park, Pennsylvania 16802

Unsteady � ow evolution in a porouschamberwith surface mass injection simulatinga nozzleless rocket motorhas
been investigated numerically. The analysis is based on a large-eddy-simulation technique in which the spatially
� ltered and Favre averaged conservation equations for large, energy-carrying turbulent structures are solved
explicitly. The effect of the unresolved scales is modeled semi-empirically by considering adequate dissipation
rates for the energy present in the resolved scale motions. The � ow� eld is basically governed by the balance
between the inertia force and pressure gradient, as opposed to viscous effects and pressure gradient corresponding
to channel � ows without transpiration. It accelerates from zero at the head end and becomes supersonic in the
divergent section of the nozzle. Three successive regimes of development, laminar, transitional, and fully turbulent
� ow, are observed. Transition to turbulence occurs away from the porous wall in the midsection of the motor, and
the peak in the turbulence intensity moves closer to the wall farther downstream as the local Reynolds number
increases. Increase in pseudoturbulence level at the injection surface causes early transition to turbulence. As the
� ow develops farther downstream, the velocity pro� le transits into the shape of a fully developed turbulent pipe
� ow with surface transpiration. The compressibility effect also plays an important role, causing transition of the
mean velocity pro� les from their incompressible � ow counterparts as the local Mach number increases. The � ow
evolution is characterized primarily by three nondimensional numbers: injection Reynolds number, centerline
Reynolds number, and momentum � ux coef� cient.

Nomenclature
A = chamber cross section
c = speed of sound
cS = Smagorinsky constant
D = near-wall damping function
E = turbulence energy
Qe = � ltered total speci� c energy
f = frequency, Hz
G = spatial � lter function
Gk;u = ampli� cation factor per time step
h = chamber half-height,m
Qh = total speci� c enthalpy
I = turbulence intensity,

p
.u 0u 0 C v 0v0/

I¿ = number of time steps required for one eddy lifetime
k = wave number, 1/m
L = chamber length, m
` = turbulence length scale, m
Pm = injection mass � ux, kg/m2s
M = mean Mach number averaged over given cross section
Mc = mean Mach number at centerline
Pr = Prandtl number
p = pressure, Pa
q = large-scale velocity, m/s
R = random number generator
Re = Reynolds number
Si j = strain-rate tensor, [.@u i=@x j / C .@u j =@ xi /]=2

¡ ±i j .@uk=@xk /=3
Sr = Strouhal number, f h=vw

T = temperature, K
t = time, s
u = axial velocity, m/s
u¿ = friction velocity,

p
.¿w=½/, m/s

v = vertical velocity, m/s
vw = injection velocity at wall, m/s
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° = ratio of speci� c heats
1 = � lter width
± = constant ¼ 0.0025
±i j = Kronecker delta
"p = pseudoturbulencelevel
"À = arti� cial dissipation coef� cient
´ = Kolmogorov length scale, m
· = thermal conductivity,W/mK
¹ = dynamic viscosity, kg/ms
º = kinematic viscosity, m2/s
ºs = subgrid-scalekinematic viscosity, m2/s
» = grid parameter for large-eddy simulation
½ = density, kg/m3

¾ = Courant–Friedrichs–Lewy number
¿ = viscous shear stress, N/m2

Subscripts

b = bulk mean quantity
c = centerline
w = wall

Superscripts

r = resolved-scalecomponent
s = subgrid-scale component
» = density-weightedquantity
¡ = time-averaged quantity
0 = � uctuating component due to turbulence

I. Introduction

T HE present work attempts to explore the development of the
internal � ow� eld in a porous chamber with surface transpira-

tion, as shown schematically in Fig. 1. The term “transpiration” is
used collectively to refer to injection or blowing through porous
surfaces. Wall-bounded turbulent � ows with surface transpiration
have been of great interest since the early 1950s, when blowing was
� rst investigated as means of cooling aerodynamic surfaces under
high-velocity� ight conditions.Film-cooling techniquescommonly
used in cooling gas-turbine blades resemble transpired boundary
layers. The transpired� uid absorbs thermal energy from the porous
surface and reduces heat transfer rates substantially. Mass transfer
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Fig. 1 Schematic diagram of porous chamber with surface mass injec-
tion simulating nozzleless rocket motor.

and diffusion problems involving evaporation or sublimation from
(or condensationonto) the porous wall necessitatemodeling of � ow
with transpiration.Suction is used as a means to control and delay
transition to turbulence in � ow over an airfoil. The effect of transpi-
ration on the � ow development in a boundary layer is also found to
be signi� cant: When � uid is injected, the boundary layer becomes
thicker, the skin friction decreases, and turbulent � uctuations are
enhanced. Transpiration greatly alters the wall-layer dynamics and
the conventionallaw of the wall fails to predict the wall stresses ac-
curately. Direct applications of � ow with transpiration in � ltration
and diffuse separationof gaseous isotopeshave been reported in the
literature.Combustion-induced� ow� elds in solid-propellantrocket
motors can be thoughtof as mass injectionfrom the burning surface.
Fully developed stationary � ow� elds subjected to time-dependent,
periodic unsteadiness are of utmost importance in analyzing the
unstable motions in rocket propulsion systems. The wide range of
engineeringapplicationsnecessitates in-depth analysisof boundary
layers under the in� uence of surface transpiration.

Extensive experimental work on � ows with surface transpiration
was carried out at the Massachusetts Institute of Technology by
Mickley et al.1 Between 1967 and 1975 many experiments were
carried out at Stanford to study the characteristics of transpiration
on boundary layers. Simpson et al.,2 Julien et al.,3 and many oth-
ers made extensive measurements of mean velocity pro� les, skin-
friction coef� cients, and Reynolds stresses in transpired boundary
layers over a � at plate. A comprehensivereview of experiments and
other studies on transpiration can be obtained by Kays4 and Kays
and Crawford.5 Recently, the large-eddy-simulation (LES) tech-
niquewas usedbyPiomelli et al.6 to study theeffectsof transpiration
on turbulentchannel� ows.Considerableimprovementin predicting
the wall-layerand turbulencecharacteristicswas achieved.Sumitani
and Kasagi7 performed direct numerical simulations (DNS) of � ow
through porous channels with blowing from one side and suction
through the opposite wall at low transpirationrates (vw=u¿ » 0:05).
Results indicated that mass injection decreases the friction coef-
� cient, but tends to stimulate the near-wall turbulence activity so
that the Reynolds stresses and turbulent heat � uxes are increased,
whereas suction has an inverse in� uence.

Flow evolution in a porous chamber with surface mass injection
resembles the � ow� eld ensuing from the burning of solid propel-
lant in a rocketmotor. An analyticaldescriptionof the inviscid,rota-
tional laminar � ow� eld in such a con� gurationwas � rst obtainedby
Taylor8 and later validated by Culick.9 Beddini10 investigated the
development of turbulent � ow� elds through porous-walled ducts
at large injection Reynolds numbers, indicating three different � ow
regimes.The velocity� elddevelopsin accordancewith laminar� ow
theory near the head end and undergoes transition in the midsection
of the chamber. Transition of the mean axial velocity pro� les oc-
curs farther downstream in the fully developed turbulent � ow� eld.
These resultswere furthervalidatedbyTraineauetal.11 throughtheir
experimental study on a nozzleless rocket motor at high injection
Reynolds number (15 £ 103 ) and Mach number (0.0095). The effect
of compressibility on transition of the mean velocity pro� les from
their incompressible counterparts was elucidated in detail. A theo-
retical analysisof inviscid but rotationaland compressible � ow� eld
in a porous duct with varying injection rates and favorable pressure
gradientswas carried out by Balakrishnanet al.12 They explored the
effects of compressibilityin � attening the radial pro� les of axial ve-
locity in a manner analogousto that arising from turbulencein � ows

without injection.An experimentalstudyof the � ow� eld in a porous
chamber was carried out by Dunlap et al.13 at low injection Mach
numbers (0.0018 and 0.0036), with turbulencepropertiesmeasured
at various locations.The correspondinginjectionReynoldsnumbers
(9 £ 103 and 18 £ 103 ) were typical of rocket motor conditions.

Several numerical simulations have been performed to study the
� ow� eld within a rocket combustion chamber. Sabnis et al.14 and
Tseng15 used conventionalsingle-point turbulenceclosure schemes
and obtained good comparison of the mean � ow� eld with experi-
mental data, but overpredictedthe turbulenceintensity levels within
the chamber. Nicoud et al.16 performed DNS at high injection rates
(vw=u¿ » 1:4) in an attempt to reproduce � ow conditions represen-
tative of a solid rocketmotor to study the effect of high blowing rate
on the wall layer. Ciucci et al.17 conducteda detailedcomparisonof
DNS results with standard k–" turbulence closure schemes and the
v2– f model utilizing the velocity component normal to the stream-
lines, v2 , and transport equation for f , representing the production
of v2. They pointedout that the appropriatevelocity scale for turbu-
lent transport near the wall is v2 instead of the turbulence intensity
and showed considerable improvement over standard k–" models.

In an effort to characterize unsteady motions in rocket motors,
several numerical analyses based on LES of nonreacting � ows
have been performed. Lupoglazoffand Vuillot18 studied the vortex-
shedding phenomenon in injection driven � ows and compared the
pressure � uctuation levels with their experimental results. The hy-
drodynamic instabilities in the � ow drive pressure � uctuations
within the chamber. Liou and Lien,19 Liou et al.,20 and Apte and
Yang21 conducted two-dimensional time-resolved simulations of
� ows through nozzleless rocket motors at very high injection rates
(vw=u¿ » 1:5¡6) to achieve better comparison of turbulence inten-
sity and axial velocity pro� les as compared with the second-order
turbulence closures. Their simulations indicated that the injection
velocity increases farther downstream because of high-densitygra-
dients in the axial direction near the throat. Apte and Yang22 also
performedLES of internal � ow development in a three-dimensional
rectangular rocket motor to obtain better predictions of turbulence
properties and explored the physical aspects of the unsteady � ow
evolution in detail.The presentwork representssigni� cant progress
on simulatingthe internal� ow� eld in a porouschamberwith surface
mass injection.This study will providea basis from which the effect
of forced acoustic excitations on the mean and turbulent � ow� elds
can be further explored.23

The present study starts with time-resolved simulations of the
motor internal � ow� eld in a stationary turbulent environment. In
the following sections, a theoretical formulation with turbulence
modeling is summarized, and the boundaryconditionsand their im-
plementation are described. A priori estimation of the spatial and
temporal resolution required to capture the � ow motions accurately
within the chamber is performedbased on a detailed stability analy-
sis of the numerical scheme. The main objectivesof this work are 1)
to explore the turbulence transition and � ow evolution in a porous
chamber with surface mass injection at high Reynolds and Mach
numbers, 2) to assess the accuracy of the present simulations, and
3) to form a basis to study the energy exchange mechanisms among
the mean, periodic, and turbulent � ow� elds by imposing periodic
excitations in the stationary � ow� eld.

II. Theoretical Formulation
Figure 1 shows the physical model of concern, a rectangular

porous chamberwith surfacemass injection.The con� gurationsim-
ulates the � ow development in a nozzleless solid-propellantrocket
motor studied experimentally by Traineau et al.11 The chamber is
closed at the head end and is connected downstream with a choked
divergent nozzle at the exit. Air is injected uniformly through the
porous wall at constant pressure and mass � ow rate. The � ow ac-
celerates from zero at the head end and becomes supersonic in the
nozzle section.

Governing Equations
The � ow� eld is governedby the followingconservationequations

of mass, momentum and energy,24
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where u is the velocity vector, p the thermodynamicpressure, and e
the total speci� c internal energy. The standard tensor notation with
repeated indices implying summation over the axial and vertical
components is used. The viscous stress ¾kl , the thermal diffusion
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where k is the thermal conductivity. The governing equations are
supplemented with the equation of state for an ideal gas,

p D ½RT (7)

where R is the gas constant. The thermodynamic properties are
assumed constant for the present case because the temperaturevari-
ation within the � ow� eld of interest is not signi� cant.

Turbulence closure is obtained based on the LES technique, in
which large, energy-carryingstructuresare computed explicitlyand
the effect of small-scale motions on the resolved scales is modeled.
A spatial � lter G is used to decompose the � ow variables into large
(resolved) and subgrid (unresolved) scales25:

J.x; t/ D Jr .x; t/ C Js.x; t/ with

Jr .x; t/ D
D

G.x ¡ x0; 1/J.x0; t/ d3x0 (8)

where D is the entire domain, 1 the computational mesh size that
determines the size and structure of the unresolved scales, and J
any � ow property, namely, ½, p, ui , or T . The superscripts r and s
represent the resolvedand unresolvedscales of � ow properties.The
Favre averaging is further used to simplify the governingequations
for compressible � ows.25 This density-weighted averaging elimi-
nates complex triple correlationsbetween density and velocity � uc-
tuations in the governing equations and is given as

QJr D .½J/r =½r (9)

Contrary to the more traditional Favre averaging,26

QQJr 6D QJr ; QJs 6D 0 (10)

The � ltered form of the governing equations can be written as
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where pr D ½r R QT r and NN. / represents the � ltering operation de� ned
by Eq. (8) and ¾ r

kl and Ár are the viscous stresses and dissipation

of the resolved scales, respectively. The terms ¿kl and Qk are the
subgrid-scale (SGS) stresses and heat � uxes, respectively, and are
given as
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The � rst terms in the parentheses in Eqs. (14) and (15) can be com-
puted directly once a � lter function is de� ned. The other terms
need to be modeled and represent the effect of unresolved scales
on resolved scales of motion. One important feature of any SGS
model is to provide adequate energy � ux. Here, � ux means trans-
port of energy from resolved scales to unresolvedSGS, and the rate
of dissipation represents the � ux of energy through the inertial sub-
rangeof the turbulencespectrum.27 A Smagorinskymodel extended
to compressible � ows is used to treat these terms, as suggested by
Erlebacheret al.25 Accordingly,the SGS terms are modeledby relat-
ing the SGS stresses to the large-scalestrain-rate tensor Sr

kl , through
the eddy viscosity ºT and the SGS kinetic energy K , as follows:
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where 1 is the average size of the computational cell and cD.¼
0:01/ and c I .¼0:007/ are the model constants, based on the work
of Erlebacher et al.25 The Van Driest damping function D is used to
take into account the inhomogeneitiesnear the surface(see Ref. 20),
and is expressed as

D D 1 ¡ exp[1 ¡ .yC/3=263] (19)

where yC D y Qur
¿ =º. The effect of surface transpiration is indirectly

obtained through the wall shear stress¿ r
w , which appears in the com-

putation of the friction velocity Qur
¿ . The heat � ux is modeled simi-

larly by de� ning an eddy diffusivity and relating it to the viscosity
through the turbulent Prandtl number PrT :
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ºT
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A standard value of 0.7 is used for the turbulent Prandtl number
based on air as the medium.25

Boundary Conditions
The method of characteristics is used to specify the boundary

conditions.For the subsonicin� ow throughtheporoussurface, three
conditionsneed to be speci� ed. The mass and energy � uxes are kept
constant, and the injection velocity is assumed to be vertical, that is,
Qur D 0. The effect of surface roughness and pseudoturbulencelevel
at the porous surface is considered by imposing white noise in the
mass � ow rate. The level of pseudoturbulenceused was as high as
90% of the mean mass � ow rate to match with the experimental
conditions. Another case with a low-level � uctuation on the order
of 1% at the injectionsurfacewas also studied.The in� ow boundary
conditions can be summarized as follows:

½r Qvr
w D "p

NPmw.2R ¡ 1/ (21)

Qur D 0 (22)
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Note that white noise is introducedin both temporal and spatial dis-
tributions of NPmw . The momentum equation in the vertical direction
is then solved to obtain the pressure. At the injection surface, the
effect of kinetic energy variation on the total speci� c energy Qer is
minimal. Thus, the temperatureand pressure � uctuationsat the wall
are not signi� cant.

At the head end of the motor, the gradients of axial pressure and
vertical velocity are set to zero, along with the adiabatic condition.
Applicationof the slip conditionat thehead end is necessaryto avoid
a numericallyinducedrecirculating� ow at the injectionsurface.15;28

Symmetry conditions are applied along the centerlineof the motor.
The supersonicout� ow requires no boundaryconditions,according
to the method of characteristics. The � ow variables at the exit are
extrapolated from those within the computational domain.

III. Numerical Method and Error Analysis
An accurate numerical scheme is essential for resolving various

timescales and length scales of turbulent motions. The issue of a
priori estimation of computational errors in turbulence simulations
has recently been addressed by several researchers.29;30 Ghosal29

analyzed the truncation errors of the various terms in � nite differ-
ence equations and compared the contributions of the errors at a
given time with the exact terms for incompressible � ow equations.
A modelturbulencespectrumwas employedto facilitatethecompar-
ison. Results indicated that for � nite difference methods the errors
created by approximating the convection terms generally dominate
errors introduced by other terms in the governing equation. These
convection terms are important in any turbulence computation at
largeReynoldsnumbersbecausetheyrepresentthedominanceof in-
ertial force over viscous force. Fabignon et al.30 and Beddini et al.31

extended the von Neumann stability analysis (see Refs. 32 and 33)
to assess the importance of the errors associated with convection
terms by introducing a reference spectrum obtained from homo-
geneous, isotropic turbulence theory. This energy spectrum was
convectedin accordancewith the ampli� cation factor of the numer-
ical scheme and then compared with the initial spectrum after one
large-eddy lifetime. An estimation of the numerical errors of non-
linear convection terms was made. The fourth-order Runge–Kutta
scheme with the sixth-order PadMe’s compact differencing for spa-
tial descretization (RK4-6CP) was shown to resolve the turbulence
energy spectrum in the inertial range for a wide range of Mach
numbers. A signi� cant reduction in computational time, as com-
pared with RK4-6CP, can be achieved by means of an alternative
Runge–Kutta schemepresentedby Jameson,34 which is fourth-order
accurate in time and uses fourth-ordercentral differencing in space
(RK4-4C). It was shown by Beddini et al.31 that the RK4-4C scheme
resolves the energy spectrum with accuracy comparable to that of
the sixth-order PadMe scheme over a wide range of Mach numbers.
The compromise between computational time and spatial accuracy
led to the choice of Jameson’s method for use in the present study.

Following the analyses of Fabignon et al.30 and Beddini et al.,31

the effect of computationalerrors on SGS modeling is investigated
hereinbasedon theSmagorinskysubgrideddy-viscositymodel.The
work extends the previous effort to study the effects of SGS model
and arti� cial dissipation, introduced in central-difference schemes
for numerical stabilization, on the turbulence energy spectrum. A
thorough investigation is carried out for the RK4-4C method. The
transport equation for the energy spectrum function E.k; t/ for
homogeneous turbulent � ows can be expressed as31

@

@t
E.k; t/ C . Nuk /AB

@

@xk
E.k; t/

AB

D T .k; t/ ¡ D.k; t/ ¡ P.k; t/

(23)

where T .k; t/ represents the energy transfer between wave num-
bers, D.k; t/ the viscous dissipation, and P.k; t/ the production
term. A and B represent the points in the � ow� eld for two-point
correlation.For stationary � ows, the � rst term on the left-hand side
is zero. Retention of the convective terms for spectral transport en-
ables the present estimation of convection errors. Convection of
the energy spectrum is assumed to take place at a constant mean
velocity Nuk . The main objective of this work is to utilize a represen-
tative turbulence spectrum,obtained from the model of the transfer,

dissipation, and production terms in the preceding equation, to al-
low for the estimation of the effectiveness of a numerical scheme.
The initial kinetic energy spectrum is introduced using Tennekes
and Lumley’s analysis.35 It models the production-dominatedpart
of the spectrum at low wave numbers, representing large, energy-
carrying structures, and provides the classical k¡5=3 power law in
the inertial subrange, representing equilibrium turbulence. The ini-
tial dimensionless spectrum of turbulent energy is given as31

E.k; 0/ D ®.±Rec/
¡ 5

4 .k´/¡ 5
3 exp ¡1:5¼¯

p
®.±Rec/

¡1.k´/¡ 4
3

(24)

where ® is the Kolmogorov constant and ´ the Kolmogorov length
scale. Experimental data show that ® and ¯ are 1.5 and 0.3,
respectively.30;31 An order-of-magnitude estimate relates the tur-
bulent Reynolds number (Ret D q`=º) and the Reynolds number at
the centerline of the motor (Rec D Nuch=º),

Ret ¼ ±Rec (25)

where
p

± ¼ q= Nuc ¼ `=h. In the preceding expressions, ` is the in-
tegral length scale, h the channel half-height, Nuc the centerlinevelo-
city, and q the rms of � uctuating velocity.

Convection of the initial energy spectrum depends on the numer-
ical scheme and takes the form

E.k; ¿/ D jGk;u jI¿ E.k; 0/ (26)

where Gk;u is the ampli� cation factor obtained from the eigenvalue
u of the numerical scheme. I¿ is the number of time steps required
to reach one eddy lifetime ¿ , which depends on the grid size and the
Courant–Friedrichs–Lewy (CLF) number ¾ .

I¿ D ±
1
4 [.M C 1/=» M¾ ]Re

3
4
c (27)

where » is the grid parameter .1x=´/. This approach provides a
basis for selectionof grid size for the LES, which requires the cutoff
wave number to be in the inertial range of the energy spectrum.

Figure 2 shows the spectrum for the RK4-4C scheme for various
CFL numbers after one eddy lifetime, at a representative motor
condition of Rec D 3 £ 105 and Mc D 0:5. No arti� cial dissipation
is considered in this analysis, that is, "À D 0. The grid parameter »
of unity implies that the entire range of turbulence scale, up to the
Kolmogorov length scale, is modeled as in a DNS. Here, » usually
varies between 10 and 50 for typical LES and is approximately 15
in the present computation. Decrease in » shifts the cutoff point
toward the DNS value. Here » D 25 is used to illustrate the range
of scale resolved in LES as compared with DNS. The numerical
schemebecomesneutrallystableat the maximumwave number,and
the spectrum rises to the cutoff point, as shown in Fig. 2. Increase
in the CFL number reduces the resolution of the energy spectrum
because of the reduction in the cutoff wave number. Because the
computational time is inversely proportional to the CFL number,
a CFL number of 0.5 is found to be a good compromise between
accuracy and computational time.

Fig. 2 Dimensionless turbulent energy spectrum of RK4-4C scheme at
different CFL numbers with » = 25.
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Fig. 3 Dimensionless turbulent energy spectrum of RK4-4C scheme at
different grid parameters with CFL = 0:5.

Fig. 4 Effect of arti� cial dissipation and SGS model on dimensionless
turbulent energy spectrum of RK4-4C scheme with » = 25.

Arti� cial dissipation is essential to reduce the ampli� cation fac-
tor and stabilizenumerical schemes based on centraldifferencingat
high wave numbers. Figure 3 shows the effect of the grid parame-
ter and arti� cial dissipation in resolving the energy spectrum. With
the addition of sixth-order arti� cial dissipation terms, the neutrally
stable point at the peak wave number is eliminated. As the grid
parameter » increases, the grid resolutiondecreases,and hence, the
effective arti� cial dissipation increases. The energy spectra devi-
ate earlier from the initial spectrum with increase in the grid size.
Figure 4 shows the effect of the sixth-orderarti� cial dissipationand
Smagorinsky’s SGS model on convection of the energy spectrum.
The eddy-viscosityhypothesisgives an estimate of the energy spec-
trum evolution as36

E.k; ¿ / D E.k; 0/ exp ¡2.k´/2 ±Rec.1 C ºT =º/ (28)

where the eddy viscosity ºT is obtained from the SGS model as

ºT =º D 4:11c2
S

p
®¯

1
4 »

4
3 (29)

The arti� cial and SGS-dissipations are of the same order in the
presentcase, as evidencedin Fig. 4. Ragab and Sheen37 indicate that
the dissipation mechanism in a three-dimensional turbulent � ow is
very different from the arti� cial dissipation because of the vortex
stretchingand rolling phenomena.Liou et al.20 showed in their two-
dimensional simulation of injection-driven� ows that SGS stresses
have little effect on the turbulence characteristics,and the arti� cial
dissipation introduced by the numerical scheme may serve as an
SGS model. The SmagorinskySGS model is purely dissipative,and
hence, numerical dissipation may serve the same purpose under
certain � ow con� gurations.

Because of the enormous computational effort required, espe-
cially for problems involving forced acoustic oscillations, as dis-
cussed in Ref. 23, only two-dimensional calculations were per-
formed in the work described herein. The analysis, in spite of the
lack of vortex-stretching mechanism, has been shown to be more
accurate than conventional models based on second-order turbu-
lence closure schemes and allows for a systematic investigation of

the oscillatory � ow� elds in a rocket motor. Results were corrobo-
rated in a subsequent study using full three-dimensionallarge-eddy
simulations,22;28 indicating that the two-dimensional computations
can capture the salient featuresof the mean and turbulent � ow� elds.

IV. Flow Evolution
The analysisdescribed is used � rst to study the � ow development

in a simulated nozzleless rocket motor, as shown schematically in
Fig. 1. The chamber is two dimensional and measures 48 cm in
length and 2 cm in height. The nozzle at the exit is 3.2 cm long
with a divergenceangle of 15 deg. The con� guration and � ow para-
meters studiedare basedon the experimentof Traineauet al.11 Air is
injected through the porous surface at a total temperature of 260 K
and a total pressure of 3.142 atm. The mean injection mass � ux
is kept constant at NPmw D 13 kg/m2s, giving an injection velocity of
3.1 m/s. The numerical calculation is initialized with the analytical
velocity pro� le for an inviscid incompressible � ow with surface
mass injection,8;9

Qur Qur
c D cos[.¼=2/.y=h/] (30)

White noise is introducedin the in� ow mass � ux to perturb the mean
� ow for turbulencetransition.The magnitudeof perturbationis 90%
of the mean quantity NPmw . Such a high level of turbulenceintensityat
the surface is employed to facilitate comparison with experimental
conditions as indicated by Traineau et al.11 The effect of low levels
of pseudoturbulence on turbulence transition and intensity is also
investigated by simulating the � ow� eld with Pm 0

w D 0:01 NPmw . These
perturbations,however, are transformedinto the combinedeffect of
oscillationsin density and vertical injectionvelocity and do not lead
to suction at the porous surface.The computationaldomain consists
of 640 £ 100 cells in the axialand verticaldirections,respectively.A
uniform grid is used in the x direction,whereas the grid is stretched
toward the surface in the y direction with the smallest grid size on
the orderof 50 ¹m. The grid size basedon the grid parameter» is on
the order of 15 and is suf� cient to resolve the energy spectrumin the
inertial subrange, as shown later. The CFL number used is 0.5, and
the time step is � xed at 5 £ 10¡8 s for time-accurate simulations.
An outbreak of turbulence occurs at 4–5 ms of the physical time
starting from the � ow initialization based on Eq. (30). Stationary
oscillations are obtained during 8–17 ms, and the mean � ow prop-
erties are evaluated in this time zone. Accordingly, the run time for
these simulations was around 200–250 CPU hours on a Pentium II
machine as the data was collected over 4–5 � ow-through times to
obtain statistically meaningful turbulence properties.The short run
time for two-dimensionalsimulationsprovidesan opportunityto ex-
tend this work to study the intriguing phenomenon of acoustically
induced turbulence.Several computationswith periodic excitations
at differentamplitudesand frequencieswere performedin Ref. 23 to
investigatethe interactionsamong the mean, periodic, and turbulent
� ow� elds.

Instantaneous Flow� eld
Figure 5 shows the temporal evolution of the vorticity � eld. To

facilitatediscussion,only the lower half of the chamber is presented,
where y=h D 1 corresponds to the injection surface. Vorticity is
produced at the porous surface because of the no-slip condition.38

Fig. 5 Temporal evolution of vorticity � eld.
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Fig. 6 Snapshots of � uctuating velocity � elds; t = 10:32 ms.

Fig. 7 Temporal evolution of axial velocity � uctuations at various
vertical locations in turbulent regime; x/h = 36.

At the injection surface,

! D @ Qvr

@x
¡ @ Qur

@y
w

(31)

As the � ow accelerates in the axial direction, pressure and density
decrease while the injection velocity vw increases to keep the mass
in� ow rate Pmw constant. The axial variation of vw , however, is not
signi� cant, and the vorticity ! is dictated by the vertical gradient
of the axial velocity component. As the � ow undergoes transition
to turbulence, this gradient increases rapidly, giving a higher level
of vorticity in the turbulent regime. Near the head end, turbulent
� uctuations appear to be small, and the � ow is mostly laminar.
Transition to turbulence occurs around x=h D 20–25, and the � ow
becomes highly turbulent farther downstream. Vorticity is rapidly
convected away from the surface in this inertia-dominated � ow,
as evidenced by the presence of large energy-carrying structures.
Figure 6 shows the instantaneous contours of � uctuating vertical
and axial velocities at t D 10:32 ms, obtained by subtracting the
long-time-averaged� ow� eld from the instantaneous solution. The
� uctuation levels are small in the upstreamlaminarregime and grow
as the large-scalevortical structures evolve in the turbulent regime.
The random noise introduced at the injection surface of the cham-
ber grows into a broadband spectrum with the hydrodynamically
unstablemodes displaying large-scaleoscillations.The � uctuations
in vertical velocity at the porous wall are transferred into the axial
velocity oscillations and are convected downstream by the mean
� ow� eld. Figure 7 shows the time variation of the � uctuating axial
velocity at various vertical locations in the turbulent regime. The
magnitude of the axial velocity � uctuation decreases away from the
injection surface, indicating a decrease in turbulence intensity to-
ward the centerline.The signal is collectedover a time span of 8 ms
to obtain statistically meaningful � ow properties.

The present two-dimensional computation lacks the vortex-
stretching phenomenon responsible for the transfer of energy from

Fig. 8 Contour plots of mean Mach number, pressure, and density.

Fig. 9 Axial variation of mean chamber pressure.

the large to the small scales through the energy cascade mechanism
and, consequently, leads to lower dissipation and production rates.
Nevertheless,it providesmuch useful insightinto � ow development,
which was not previously available using second-order turbulence
closure schemes.

Mean Flow Properties
Figure 8 shows the contourplots of the time-averagedMach num-

ber, pressure,and density� elds.The exit Mach numberof 2.2 agrees
well with the analytical value for an isentropic � ow through a di-
vergent nozzle with known area ratio and given stagnationpressure
and temperature upstream. The pressure � eld is basically one di-
mensional,due to the small injectionMach number, with increasing
gradient toward the throat area. Figure 9 shows the axial variationof
the mean pressurecomparedwith experimentaldata. Also indicated
is the variation of pressure obtained by Gany and Aharon39 using a
one-dimensional analysis of frictionless � ow with mass injection.
For uniform injection at constant mass � ow rate, the variation in
pressure is given as

Np= Np0 D
1 C ° 1 ¡ .x=L/2

1 C °
(32)

where Np0 is the mean chamber pressure at the head end, L the
length of the porous chamber, x the axial location from the head
end, and ° the ratio of the speci� c heats. Figures 10 and 11 show
the axial and vertical variations of the mean axial velocity, along
with the analytical solution for an incompressible laminar � ow.8;9

Goodagreementwith theexperimentaldataofTraineauet al.11 is ob-
tained. The � ow is predominantlyincompressibleand laminar in the
upstreamregionof the chamber.Deviationfrom the incompressible-
� ow solution starts between x=h D 20 and 30, due to the increasing
Mach number and, hence, the compressibility effect. In the present
study, the injection mass � ux is kept constant. As a result of rapidly
decreasingdensity toward the throat area, the local � ow velocity in-
creases and leads to differencesbetween this velocity pro� le and its
incompressible-�ow counterpart.The enhancedmomentumtransfer
due to turbulence also plays an important role.
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Fig. 10 Variations of mean axial velocity in axial direction.

Fig. 11 Variations of normalized mean axial velocities in vertical
direction.

The transitionof the mean velocitypro� le can be characterizedin
termsof themomentum� uxcoef� cient¯ , as proposedbyHuesmann
and Eckert40:

¯ D
h

0
N½ Nu2 dy

N½b Nu2
bh

(33)

where the subscript b denotes the bulk mean quantity, obtained by
averagingthe corresponding� ow propertyovera givencross section
of the chamber. Figure 12 compares the calculated ¯ with experi-
mental data.11 The momentum � ux coef� cient has a constant value
of 1.234 for laminar incompressible � ow and can be obtained by
substituting Eq. (30) into Eq. (33). The decreasing density and in-
creasing injection velocity toward the nozzle alter the vertical vari-
ation of the axial velocity and, consequently, cause an accelerated
decrease in the ¯ value in the downstreamregion. The experimental
value of ¯ at the head end is 1.16, instead of 1.234 as predicted by
laminar � ow theory, because of the high level of turbulence at the
porous wall generated in the experiments.11 The agreement of the
calculated¯ in theupstreamregionwith laminar-� ow theory implies
uncertaintiesin the experimentalmeasurements.Both the numerical
and experimental data show faster variation between x=h D 20 and

Fig. 12 Variations of momentum � ux coef� cients in axial direction at
different pseudoturbulence levels.

Fig. 13 Turbulent energy spectra of axial velocity � uctuations at
various axial locations.

30 in the turbulent regime. These results are qualitativelysimilar to
those obtained by Beddini10 for an axisymmetric duct with a low
level of pseudoturbulenceat the porous wall.

The effect of surface-generated turbulence on the � ow devel-
opment is also studied. For a high level of wall turbulence, that
is, Pm 0

w D 0:9 NPmw , transition of the mean velocity pro� le occurs in
the upstream of the motor (x=h D 20). The transition point shifts
downstream (x=h D 30) with a lower level of pseudoturbulence,
that is, Pm 0

w D 0:01 NPmw , indicating the in� uence of turbulence on the
mean velocity� eld. Farther downstream(x=h > 42), the � ow� eld is
dominated by compressibilityeffects, and the variationof ¯ closely
follows that predicted by laminar compressible-�ow theory.

Transport Properties
To make use of the equilibriumhypothesisgenerallyemployedin

SGS models for estimating the effect of unresolvedscales on large-
scale structures,the cutoff wave number for turbulencecomputation
should lie in the inertial subrangeof the turbulenceenergyspectrum.
This is veri� ed from the energy spectra of the axial velocity � uctu-
ation at various locations, as shown in Fig. 13. The standard 5

3 law
of energy spectrum based on the Kolmogorov–Obukhov theory is
not observed in the present two-dimensional simulation. Lesieur et
al.41 and Lesieur42 indicate in their two-dimensional computation
of a temporal mixing layer that the exponent of the wave number in
the inertial subrange of the turbulence energy spectrum is close to
–4. Gilbert43 proposed that the kinetic energy spectrum can be ob-
tained from spiral vortex distributionswithin the coherent vortices
and should follow the f ¡11=3 law, where f is frequency. Figure 13
indicates that the spectrum develops as the � ow� eld undergoes
transition from laminar to turbulence in the midsection of the mo-
tor. The inertial subrange lies between f ¡3 and f ¡4 variations.The
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Fig. 14 Power spectral densities of pressure � uctuations at various
axial locations; y/h = 0:9.

resultensuresthat theenergyspectrumis well capturedin thepresent
computation throughout the chamber, which further con� rms the
adequacy of the computational grid.

Figure 14 shows the power spectral densities of pressure � uctu-
ations at various axial locations. The peak magnitude of pressure
� uctuation is around 1% of the mean chamber pressure at the head
end. The amplitudeof pressureoscillationis found to decreasein the
axial direction, mainly due to the decrease in mean pressure as the
� ow acceleratestoward the exit. The � uctuationsin pressuremay be
correlatedwith theoscillatoryvorticity.Low-pressureregionscorre-
spond to concentratedvortical structures and highly rotational � ow.
The oscillations are convected downstream without any re� ection
into the computationaldomain because of the supersonicout� ow in
the divergentnozzle. The peaks in pressure � uctuationsat 1800 and
3500 Hz may represent the vortex shedding from the injection sur-
face due to hydrodynamic instability. Recently, Casalis et al.44 and
Ugurtas et al.45 conducted linear stability analysis and experimen-
tal measurements to investigatethe stability and acoustic resonance
of internal � ows in rocket motors. Their analytical approach can
be applied to obtain the amplitudes of velocity and pressure � uc-
tuations over the broad spectrum of turbulent motions. The power
density spectra of the velocity and pressure � uctuations obtained
from present simulations are in qualitative agreement with their
stability analysis. The dominant frequency of vortex shedding can
be characterized by the Strouhal number Sr D f h=vw . The present
study indicates that Strouhal number Sr is around 6, based on the
frequencyof 1800Hz. In an effort to investigatethe vortex-shedding
phenomenon in rocket motors, Avalon et al.46 also predicted a sim-
ilar range of Strouhal number for different injection velocities and
chamber con� gurations. Their study indicated that, under the ab-
sence of acoustic resonance, the vortex shedding is driven by hy-
drodynamic instability of the � ow. To obtain better understanding
of this phenomenon, the described � ow� eld may be excited at dif-
ferent eigenmodes of the chamber to study the coupling between
acoustic waves and vortex shedding. This has been performed in a
systematic way in Ref. 23.

Figure 15 shows the vertical variations of turbulence inten-
sity [I D

p
.u 02 C v 02 )] and Reynolds stress (u 0v 0) at various ax-

ial locations. The measured turbulence intensity and Reynolds
stress,11 as well as turbulent � ow properties obtained from a three-
dimensional LES computation,22;28 are included for comparison.
These three-dimensionalsimulations were performed on a � ne grid
with 680 £ 200£ 50 numerical cells. The peak in the turbulence
intensity increases rapidly and shifts toward the porous wall farther
downstream.Because the mass in� ux is kept constant in the present
study, the density decreases and injection velocity increases as the

Fig. 15 Variations of Reynolds stress and turbulence intensity in
vertical direction at various axial locations.

� ow accelerates toward the exit. The increasing injection velocity
tends to reduce the wall-dampingeffect, and therefore, little change
in the vertical location of turbulence intensity peak occurs beyond
x=h D 35. The internal � ow� eld is dominated by the strain rates
in the axial direction, causing higher intensity in the axial compo-
nent. The underpredictionof the Reynolds stress may be attributed
to the lack of vortex-stretching mechanisms in the present two-
dimensional simulation. The turbulent energy is transferred from
large energy-carrying eddies to smaller scales through the energy
cascadeand is � nallydissipatedat themolecularlevel throughvortex
stretching.The productionmechanismin real turbulenceis different
from that in a two-dimensionalsimulationbecauseof the additional
spanwise direction. The present approach represents an improve-
ment, however, comparedwith the conventionaltwo-equationmod-
els, which do not predict the Reynolds stress and overpredict the
turbulence intensity level.14

Summary of Internal Flow Development
The overall� ow developmentin thechambercanbe characterized

by three distinct regimes: laminar, transitional, and fully turbulent
� ows, as shown schematicallyin Fig. 16. Near the head end, the � ow
is laminar, and its velocity pro� les can be determined by laminar
similarity theory.8;9 The hydrodynamic instability then renders the
� ow unstable, and turbulence begins to occur in the downstream
region (point A). Unlike channel � ows without surface injection,
the outbreak of turbulence takes place away from the wall, with
the region of intensive turbulence production shifting toward the
wall as the � ow accelerates in the downstream region. Within the
initial transition regime, the mean velocity pro� les still correspond
to the form predicted by laminar similarity theory because of the
predominance of the pressure gradient over the viscous stress. As
the � ow developsfurther,a strong turbulent� ow regime is observed.
The deviation of the mean velocitypro� les from those predicted by
incompressible-laminar-� ow theory becomes signi� cant, due to the
combined effect of turbulence and � uid compressibility.

The mean � ow� eld is basically obtained by balance between the
axial pressure gradient and interia forces. Mass injection leads to a
decrease in the wall shear stress. The variation of the mean pres-
sure in the axial directionis predominantlygovernedby a simpli� ed
one-dimensionalcorrelationgivenby Eq. (32). The rapiddecreasein
pressuretoward the nozzleacceleratesthe � ow from zero at the head
end to supersonic � ow in the divergent section of the nozzle. Al-
thoughtheentire� ow� eld is drivenby the mass injectionthroughthe
porous wall, the characteristics of each � ow regime are dominated
by differentphysicalmechanisms.To facilitatediscussion,threekey
parameterscharacterizingthe � owdevelopmentarede� nedhere: the
injection Reynolds number Rew ´ Nvwh=º, the mean-� ow Reynolds
number Rem ´ Nubh=º, and the momentum � ux coef� cient¯ de� ned
in Eq. (33). The laminar-� ow regime reaches from the head end to
about x=h D 20. The turbulence intensity is extremely small, and
the velocity pro� les can be described by laminar-� ow theory. An
analytical study conducted by Hu47 indicates that, for the injection
Reynolds numbers Rew greater than 500, the velocity pro� les are
almost identical to the prediction based on an inviscid rotational-
� ow analysis,Eq. (30). Viscous stress, however,becomes important
for Reynolds number Rew less than 100 and changes the velocity
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Fig. 16 Schematic diagram of � ow development in porous chamber with surface mass injection.

pro� les signi� cantlyas comparedto their inviscidcounterparts.This
observation is consistent with the experimental � ndings of Dunlap
et al.48 For high injection Reynolds numbers, the � ow is mainly
driven by the pressure gradient arising from the mass injection; the
viscous shear stress plays a much less important role in determining
the � ow development.Because the injectionReynolds number near
the head end is about 15 £ 103 in the present case, the calculated
velocity agrees closely with the cosine pro� le. A similar observa-
tion is made for the distribution of the vertical velocity, which can
be predicted by the following expression:

Qvr Qvr
w D sin[.¼=2/.y=h/] (34)

The second regime is characterized by the onset of turbulence.
When the � uid particle moves downstream, the local velocity and
Reynolds number increase and eventually reach a point at which
turbulent � uctuationsoccur. The classicalhydrodynamicinstability
analysisof the Poiseulle � ow cannot accuratelypredict the laminar-
to-turbulence transition in a porous duct with surface transpiration.
Varapaev and Yagodkin49 found that the effect of the vertical ve-
locity component must be taken into account in predicting the crit-
ical Reynolds number Re¤ for the onset of turbulent oscillation.
For a small injection Reynolds number, a substantial reduction of
Reynolds number Re¤ from its counterpartfor an impermeablepipe
� ow is observed,due to the destabilizingeffect of the transverseve-
locitycomponent.For Reynoldsnumber Rew greater than 300, how-
ever, the critical Reynolds number increases linearly with Reynolds
number Rew , due to the stabilizing effect of the resultant favor-
able pressure gradient.Figure 15 indicates that the turbulent kinetic
energy remains at a very low level in the head end region up to
x=h D 20 and increases rapidly afterward. The mean velocity pro-
� le only changes slightly, as shown in the transitional region, that
is, 20 < x=h < 25, in Figs. 11 and 12. Casalis et al.44 also elucidated
through their linear stability analysis that the injection velocity and
the channel height play important roles in determining the hydro-
dynamic stability of injection-driven� ows in porous chambers.

As the � ow develops farther downstream, the velocity pro� le
transits into the shape of a fully developed turbulent pipe � ow with
surface transpiration. The axial velocity gradient becomes much
steeper near the wall, but smoother in the core region. The value
of the momentum � ux coef� cient ¯ decreases down to 1.04 at the

chamber exit. Note that, in addition to the turbulence effect, � uid
compressibility may exert more signi� cant in� uence on the varia-
tion of the velocity pro� le due to the large density gradient in the
downstream region.

V. Conclusions
A comprehensive numerical study of the � ow development in a

porous chamber with surface mass injection has been performed
by means of an LES technique. The effect of turbulence and � uid
compressibilityon the mean � ow structure was examined in depth.
The � ow� eld is characterized with three distinct regimes: laminar,
transitional,and fully developed turbulent � ows. The effect of mass
injection is primarily to decrease the wall shear stresses. The � ow-
� eld is governedby the balancebetween pressuregradient and iner-
tia forces, as opposed to the viscous stresses and pressure gradient
as in channel � ows without injection. In spite of its lack of vortex-
stretchingphenomenon,however, the present two-dimensionalsim-
ulation captures the salient features of the � ow� eld and provides
much useful insight into the � ow development, which was not pre-
viously available using second-order turbulence closure schemes.
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