Structural Generalizability: The Case of Similarity Search

Yodsawalai Chodpathumwan∗
yodswalai.c@tggs.kmutnb.ac.th
King Mongkut’s University of Technology North Bangkok

Arash Termehchy
termehc@oregonstate.edu
Oregon State University

Stephen A. Ramsey
stephen.Ramsey@oregonstate.edu
Oregon State University

Aayam Shresta
shrestaa@oregonstate.edu
Oregon State University

Amy Glen
glena@oregonstate.edu
Oregon State University

Zheng Liu
liuzhen@oregonstate.edu
Oregon State University

ABSTRACT
Supervised and Unsupervised ML algorithms are widely used over graphs. They use the structural properties of the data to deliver effective results. It is known that the same information can be represented under various graph structures. Thus, these algorithms may be effective on some structural variations of the data and ineffective on others. One would like to have an algorithm that is effective and generalizes to all structural variations of a data graph. We define the concept of structural generalizability for algorithms over graphs. We focus on the problem of similarity search, which is a popular task and the building block of many ML algorithms on graphs, and propose a structurally generalizable similarity search algorithm. As this algorithm may require users to specify features in a rather complex language, we modify this algorithm so that it requires only simple guidance from the user. Our extensive empirical study show that our algorithms are structurally generalizable while being efficient and more effective than current algorithms.

CCS CONCEPTS
• Information systems → Graph-based database models: Data mining.
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1 INTRODUCTION

ML on Graphs. Unsupervised and supervised machine learning (ML) methods are widely used over graph data [29, 43–45, 47, 48, 53, 57]. To deliver effective predictions, these methods usually leverage structural or topological features of the data that quantify relationships between entities. For example, consider the DBLP dataset (dblp.uni-trier.de) that stores information about papers, conferences, and research areas in computer sciences whose fragments are shown in Figure 1(a). Assume that a user wants to find the most similar research area to Data Mining in this dataset according to their conferences and publications. Similarity search algorithms usually use the structure of the graph to measure the degree of similarity between entities in the data. For example, SimRank [29] is a well-known unsupervised similarity search algorithm over graphs that quantifies the similarity between two entities according to how likely two random surfers will meet each other if they start from the two entities [29, 43, 47, 48, 53, 57]. Thus, it correctly finds Data Mining to be more similar to Databases than to Software Engineering in Figure 1(a). Oversimplifying a bit, since Data Mining and Databases share relatively more neighbors, i.e., papers, over this dataset, they have a relatively high SimRank score.

Structural Variation & Heterogeneity. It is established that different datasets usually represent essentially the same information under different forms and structures [1, 4, 8, 10, 11, 16, 17, 21, 28, 35, 46, 55]. A well-known example of such structural variations is (de-)normalization in relational and XML data where the original and normalized databases represent the same information under different structures [1, 3, 4, 46, 55]. As another example, consider the SIGMOD Record bibliographic dataset (sigmod.org/publications) whose fragments are shown in Figure 1(b). Intuitively, this dataset represent essentially the same information about the same set of paper, conference, and research area entities as the fragment of DBLP in Figure 1(a). Figure 2 depicts the schematic fragments of the DBLP and SIGMOD Record datasets shown in Figure 1. As Figure 2 illustrates, each dataset has its own way of representing these entities and their relationships. For example, DBLP connects directly each paper to its research areas and conferences. Given that all papers in a conference share the same set of research areas, one can choose the structure of SIGMOD Record to represent this information and connect research areas of a paper to its conference. This dataset represents the relationship between the research area of a paper using a path through the conference of the paper instead of a direct link as in Figure 1(a). As another example, Figure 3 shows fragments of WSU course database (cs.washington.edu/research/xmldatasets) and Alchemy UW-CSE database (alchemy.cs.washington.edu/data/uw-cse). These two databases represent the same information about courses, instructors and course offerings in a university under two
different structures. We work with bioinformatics experts to analyze large graph datasets from various data sources and have observed that they often restructure their graph data to meet certain efficiency-oriented or data quality goals. For instance, if two nodes are far apart in the data and are often queried together in some lookup queries, the experts add new edges that connect these entities directly to run lookup queries faster. This modification does not add any new information to the database as the new edge can be inferred from the (long) path between the corresponding entities.

**Generalizability Over Structural Variations.** As structural or topological features may deliver different values across the different structural variations of the same information, ML methods that rely on such features may return inaccurate results on some structures. For example, SimRank finds *Data Mining* more similar to *Software Engineering* than *Databases* on the data fragment in Figure 1(b), which is clearly not accurate. Thus, the accuracy of SimRank depends on the form under which the information is presented rather than its content. Due to the constant data evolution [20, 23, 33, 41, 52] and growing need for analyzing different datasets with a great deal of structural variations [6, 7, 10, 19, 21, 22, 35, 42], similarity features and models are often used across datasets with different forms and structures. Thus, the accuracy of current similarity features and models is unstable and unpredictable, e.g., they may perform well on the datasets used to develop or train these features but poorly on others. It has been a central problem in ML and data analysis to measure or improve the robustness and generalizability of features and models against variations in the content of datasets [31, 36, 38, 39]. For the same reason, it is also important to ensure that similarity models and algorithms generalize to and are effective on unseen structures, i.e., the structure of the information other than the ones used to develop or train features and models.

**Our Contributions.** In this paper, we define structural generalizability and robustness over a wide range of structural variations in graphs. Instead of developing new methods from scratch, we build our method on top of the current similarity search approaches. This approach will make it easier to achieve robustness in current data analytics systems. In particular, we make the following contributions.

- We define structural generalizability and robustness of a similarity search algorithm (Section 3). We build a theoretical framework that captures a sufficiently general notion of structural generalizability and a wide variety of structural variations on graphs.
- We show that existing similarity search methods are not robust and do not generalize against structural variations because of the limited types of relationships they use to measure the degree of similarity. We propose a robust algorithm called *RelSim*, which extends a well-known similarity search algorithm (*PathSim* [40, 43]) by using a sufficiently expressive set of patterns. We establish a relationship between the structural robustness of similarity search methods and the expressivity of the languages they use to specify heuristics and quantify the similarity of nodes, e.g., the language that expresses the types of paths used for random walks. We show that, roughly speaking, the more expressive the language is, the more generalizable the similarity algorithm is. Interestingly, this is in contrast with the generalizability of ML models against variations in the data content where an expressive model is harder to generalize than a less expressive one [36].
- It is very time-consuming to compute features represented in an overly expressive language over graphs [24, 54]. We propose a language that is sufficiently expressive to generalize over popular variations and its expressed features are computed efficiently.
- *RelSim* requires users to specify the relationship between nodes to compute their similarity score using the aforementioned proposed language. As it may be hard for users to work with such a complex language, we propose an algorithm that leverages simple and high-level guidelines from the user to compute structurally robust similarity scores efficiently (Section 5).
- We report the results of our extensive empirical studies over large graph databases, which indicate that our proposed algorithms are structurally robust and improves the effectiveness of its original similarity search algorithm (Section 6). Our empirical studies also show that our algorithms are efficient over large data.

The proofs of our theoretical results are in [12].
2 GRAPH STRUCTURE AND CONSTRAINTS

Basic Notations. We fix a countably infinite set of node ids denoted by \( V \). Let \( L \) be a finite set of labels. A database \( D \) over \( L \) is a directed graph \((V,E)\) in which \( V \) is a finite subset of \( V \) and \( E \subseteq V \times L \times V \). This definition of graph databases is frequently used in the graph data management literature [8, 18, 54]. We denote an edge from node \( u \) to node \( v \) whose label is \( a \) as \((u,a,v)\). We say that \((u,a,v) \in D \) whenever \((u,a,v) \in E \).

Schema and Constraints. A schema \( S \) is a pair \((L,F)\) in which \( L \) and \( F \) are (finite) sets of labels and constraints, respectively. Constraints restrict the instances of a schema. They are usually expressed as logical formulas over schemas [1, 9, 10]. Two widely used types of constraints are tuple-generating and equality-generating dependencies [9, 10]. A tuple-generating dependency (tgd for short) over schema \( L \) is in the form of \( \forall x.(\phi(x) \rightarrow \exists y \psi(x,y)) \) where \( x \) and \( y \) are sets of variables, and \( \phi \) and \( \psi \) are logical formulas in a query language over \( L \). An equality-generating dependency (egd for short) over schema \( L \) is in the form of \( \forall x.(\phi(x) \rightarrow x_1 = x_2) \) where \( x \) is a set of variables, \( x_1, x_2 \subseteq x \), and \( \phi \) is a logical formula in a query language over \( L \).

Example 1. Database shown in Figure 1(a) contains a constraint \((x_1,area,x_2) \land (x_3,pub-in,x_4) \land (x_2,pub-in,x_1) \rightarrow (x_1,area,x_2)\). Tgds and egds are arguably the most popular and frequently used types of database constraints and generalize popular constraints, such as function and multi-valued dependencies [1]. By the abuse of notation, we say that a label \( l \in S \) if \( l \subseteq L \) and a constraint \( y \in S \) if \( y \in F \) Each instance (database) of schema \( S = (L,F) \) is a database over \( L \) such that all constraints in \( F \) holds. We denote the set of all databases of schema \( S \) as \( \text{Inst}(S) \).

Graph Query Languages. A commonly studied query language over graph databases is conjunctive regular path queries (conjunctive RPQ), which is used to express constraints over graph databases [8, 13, 21, 54]. The RPQ \( p \) over schema \( L \) is defined as

\[
p = e | a(a \in L) | a^* | p \cdot p | p + p | p^*\]

in which \( e \) is an empty label, \( ^{-} \) is a reverse traversal of an edge, \( \cdot \) is a concatenation, \( + \) is a disjunction, and \( ^* \) is a Kleene star. To avoid parentheses and ambiguity, it is assumed that the reverse traversal has the highest priority, then Kleene star, then concatenation and then disjunction. Example of an RPQ over a schema of a database shown in Figure 1(b) is \( \text{field} \cdot \text{published-in}^{-} \). The RPQ \( p \) defines a binary relation over database nodes. More precisely, the result of evaluating \( p \) on database \( D \) is a set of pairs of nodes in \( D \) such that there is a path defined by \( p \) between the two nodes. We denote the result of evaluating \( p \) over \( D \) as \([p]_D\). For example, given label \( a \) in the schema of \( D \), the result of \([a]_D\) is a set of pairs of nodes \((u,v)\) where there is an edge with label \( a \) from \( u \) to \( v \). Let \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_m) \) be tuples of distinct variables. A conjunctive RPQ is a formula \( \phi(x) \) of the form \( \exists y.(\phi_1(z_1, p_1, z'_1) \land \ldots \land \phi_k(z_k, p_k, z'_k)) \) where \( p_i \) is an RPQ and \( z_i, z'_i \in \{x_1, \ldots, x_n, y_1, \ldots, y_m\} \), \( 1 \leq i \leq k \) [8, 54], \( (z_i, p_i, z'_i) \) is an atom of \( \phi(x) \).

Similarity Queries. A query \( q \) over database \( D(V,E) \in \text{Inst}(S) \) is a node id in \( V \) [25, 29, 30, 40, 43, 49, 56, 58]. The answers to \( q \) over \( I \) is a ranked list of node ids in \( I \).

3 GENERALIZABILITY AND VARIATIONS

3.1 Structural Generalizability

3.1.1 Transformations. Intuitively, a structurally generalizable query answering algorithm should return essentially the same (list of) answers for the same query across databases that contain the same information content. Researchers have leveraged the concept of invertible transformation to formalize the equivalence of information of different structures [17, 28]. A transformation from schema \( S \) to schema \( T \) is a function from \( \text{Inst}(S) \) to \( \text{Inst}(T) \), which maps each database of \( S \) to a database of \( T \) [17, 28]. We denote a transformation from \( S \) to \( T \) as \( \Sigma_{ST} \). For example, a transformation \( \Sigma_{1a,1b} \) from schema of the database in Figure 1(a) to the schema of the one in Figure 1(b) changes the data in Figure 1(a) such that the research areas associated with a paper become connected to the paper via the conference of the paper and produces the one in Figure 1(b).

This definition of transformations may not be sufficiently powerful to capture structural variations. Assume the schema of the database in Figure 1(b) contains an additional type of relationship called \textit{keyword-of} that connects each paper published in a conference to nodes, which store keywords of the paper. Consider an updated version of the database in Figure 1(b) in which each paper is connected to some additional nodes via relationship \textit{keyword-of}. Intuitively, the updated database has more information than the one in Figure 1(a). Let us define transformation \( \Sigma_{1a,1c} \) between the schema in Figure 1(b) and the updated schema such that it modifies relationships between research areas, conferences, and papers similar to \( \Sigma_{1a,1b} \) and adds some keywords to each paper. This transformation maps each database in the original schema to multiple databases under the transformed schema where each database may have different keywords for the same paper. Thus, we use a definition of transformation between schemas \( S \) and \( T \) in which the transformation \( \Sigma_{ST} \) establishes a relation between \( \text{Inst}(S) \) and \( \text{Inst}(T) \) to cover the aforementioned cases [8, 16]. It maps each database \( I \in \text{Inst}(S) \) to at least one database \( J \in \text{Inst}(T) \). One denotes the fact that \( J \) is a transformation of \( I \) under \( \Sigma_{ST} \) as \( (I,J) \models \Sigma_{ST} \) [8, 16]. For brevity and by the abuse of notation, we show the transformed databases of \( I \) under \( \Sigma_{ST} \) as \( \Sigma_{ST}(I) \).

3.1.2 Invertible Transformations. The transformation \( \Sigma_{ST} \) is invertible if there is a transformation \( \Sigma_{TS} \) from \( T \) to \( S \) such that, for each database \( I \in \text{Inst}(S) \), \( \Sigma_{TS} \) maps every database \( \Sigma_{ST}(I) \) to \( I \) and only \( I \), i.e., \( \Sigma_{TS}(\Sigma_{ST}(I)) = I \) is exactly \( I \). In other words, the composition of \( \Sigma_{ST} \) and \( \Sigma_{TS} \), shown as \( \Sigma_{TS} \circ \Sigma_{ST} \) is equivalent to the identity transformation \( I_d \) that maps each database only to itself. We call \( \Sigma_{TS} \) the inverse of \( \Sigma_{ST} \) and denote it as \( \Sigma_{ST}^{-1} \). If there is an invertible transformation from schema \( S \) to \( T \), one can reconstruct exactly the information in each database \( I \) from the information available in \( \Sigma_{ST}(I) \). That is, each database in \( \Sigma_{ST}(I) \) has at least the same amount of information as \( I \). We say that \( S \) has at least as much information as \( T \) and denote their relationship as \( S \sim_{ST} T \) or simply \( S \leq T \) if \( \Sigma_{ST} \) is clear from the context.

Example 2. Consider transformation \( \Sigma_{1a,1b} \) from schema of the database in Figure 1(a) to the schema of one in Figure 1(b). Because of the constraint described in Example 1, this transformation is invertible. Intuitively, this constraint over Figure 1(a) implies that papers published in the same conference are related to the same set of research
areas. Hence, one may change the structure shown in Figure 1(a) such that the research areas associated with a paper is instead connected to the paper via the conference of the paper and get the database fragment shown in Figure 1(b). One can recover the information in the original database using the information in Figure 1(b). One can find the exact set of research areas directly connected to each paper in Figure 1(a) by checking the research areas directly connected to the conference of that paper. Similarly, \( \Sigma_{1a,1c} \) is also invertible as one can follow the same approach to recover the information of the database in Figure 1(a) from the transformed databases.

### 3.1.3 Structurally Generalizable Algorithms

Roughly speaking, a \textbf{structurally generalizable} (generalizable for short) algorithm must return the same results for the same input query over a database and databases under invertible transformations. Two (ranked) lists of node ids are \textit{equivalent} if they contain exactly the same node ids at the same positions.

**Definition 1.** Given schemas \( S \) and \( T \) such that \( S \preceq_{ST} T \), an algorithm is generalizable over \( \Sigma_{ST} \) if it returns equivalent answers for every input query over every database \( I \in \text{Inst}(S) \) and every database in \( \Sigma_{ST}(I) \).

An algorithm is generalizable over a set of transformations if it is generalizable over all its members.

### 3.2 Structural Variations

#### 3.2.1 Expressing Transformations

To characterize the structural variations of a schema, one needs to express invertible transformations. Researchers usually use \textbf{declarative (schema) mappings} to express schematic variations in graph and relational databases [8, 14, 16]. Roughly speaking, a transformation between schemas \( S \) and \( T \) is expressed as a set of logical formulas \( \phi_S(\bar{x}) \rightarrow \phi_T(\bar{y}) \) where \( \phi_S(\bar{x}) \) and \( \phi_T(\bar{y}) \) are queries over schemas \( S \) and \( T \), respectively. More precisely, transformation \( \Sigma_{ST} \) between graph schemas \( S \) and \( T \) is a finite set of rules \( \phi_S(\bar{x}) \rightarrow \phi_T(\bar{y}) \) such that \( \bar{x} \subseteq \bar{y} \) and \( \phi_S(\bar{x}) \), i.e., \textit{premise}, and \( \phi_T(\bar{y}) \), i.e., \textit{conclusion}, are conjunctive \textit{RPQs} over \( S \) and \( T \), respectively [8]. In each rule \( \phi_S(\bar{x}) \rightarrow \phi_T(\bar{y}) \), every variable in \( \bar{x} \) is universally quantified and every one in the set of \( \bar{y} \) either belongs to \( \bar{x} \) or is existentially quantified.

**Example 3.** The transformation \( \Sigma_{1a,1b} \) from schema of the database in Figure 1(a) to the one in Figure 1(b) is expressed using a mapping with two rules: \((x_1, \text{pub-in}, x_2) \rightarrow (x_1, \text{pub-in}, x_2) \) and \((x_1, \text{area} \cdot \text{pub-in}, x_2) \rightarrow (x_1, \text{field}, x_2)\). The inverse of \( \Sigma_{1a,1b} \) can also be expressed using following rules: \((x_1, \text{field} \cdot \text{pub-in}, x_2) \rightarrow (x_1, \text{area} \cdot x_2) \) and \((x_1, \text{pub-in}, x_2) \rightarrow (x_1, \text{pub-in}, x_2)\). The transformation \( \Sigma_{1a,1c} \) that maps databases under the schema in Figure 1(a) to the one shown in Figure 1(b) with some keyword nodes connected to each paper published in a conference can be expressed using the aforementioned rules plus rule \((x_1, \text{pub-in}, x_2) \rightarrow (y_1, \text{keyword-of, x_1})\), where \( y_1 \) is an existential variable that represents the nodes that contain keywords of the paper \( x_1 \). This rule can map a database to multiple one each of which has different number of keyword nodes. The inverse of \( \Sigma_{1a,1c} \) is the same as the inverse of \( \Sigma_{1a,1b} \) as it does not need the keywords to reconstruct the data.

Transformation \( \Sigma_{ST} \) maps each database \( I \in \text{Inst}(S) \) to \( J \in \text{Inst}(T) \) if for each rule \( \phi_S(\bar{x}) \rightarrow \phi_T(\bar{y}) \) in \( \Sigma_{ST} \), we have \( \bar{u} \in \{[\phi_T(\bar{y})]\} \) if \( \bar{u} \in \{[\phi_S(\bar{x})]\} \) [8]. We use the closed world semantic for schema mappings [26]. That is, transformation \( \Sigma_{ST} \) maps \( I \in \text{Inst}(S) \) to only databases whose nodes and edges are constructed using the mapping rules. The alternative semantic is the open world semantic in which the transformations of \( I \in \text{Inst}(S) \) under \( \Sigma_{ST} \) may contain nodes and edges that are not created as the result of the schema mapping rules [8, 14, 16]. A consequence of this semantic is that the inverse of transformation \( \Sigma_{ST} \) will map each database \( \Sigma_{ST}(I) \) to other databases in addition to \( I \), e.g., all databases in \( S \) that include at least the same amount of information as \( I \) [14]. Our goal, however, is to compare the results of similarity queries over the original database \( I \) and its variations. Thus, we use the closed world semantic for schema mappings.

#### 3.2.2 Information Preservation

Next, we present the full characterization of invertible transformations of a schema. It helps us to identify the set of structural variations of a schema, which we use to design generalizable algorithms. Consider transformation \( \Sigma_{ST} \) from schemas \( S \rightarrow T \) and \( \Sigma_{TR} \) from schemas \( T \rightarrow R \). The \textbf{composition} of \( \Sigma_{ST} \) and \( \Sigma_{TR} \), denoted as \( \Sigma_{TR \circ \Sigma_{ST}} \), is a transformation from \( S \) to \( R \) such that if \( J \in \Sigma_{ST}(I) \) and \( K \in \Sigma_{TR}(J) \), then \( K \in (\Sigma_{TR \circ \Sigma_{ST}})(I) \).

Given transformations \( \Sigma_{ST} \) from schema \( S \rightarrow T \), its inverse \( \Sigma_{ST}^{-1} \) is a transformation from \( T \) back to \( S \). Thus, the composition \( \Sigma_{ST}^{-1} \circ \Sigma_{ST} \) will map the database \( I \in \text{Inst}(S) \) to (only) itself. In other words, the composition of \( \Sigma_{ST}^{-1} \circ \Sigma_{ST} \) are a set of rules, i.e., constraints, over \( S \). We have the following proposition by applying the definitions of the inverse and composition of transformations.

**Proposition 1.** Given schemas \( S \) and \( T \) such that \( S \preceq_{ST} T \), for all databases \( I \in \text{Inst}(S) \) we have \( I \models \Sigma_{ST}^{-1} \circ \Sigma_{ST} \).

Proposition 1 extends the results on the lossless decomposition of a relational schema [51] and the ones on the inverse of a relational schema mapping in [14]. According to Proposition 1, the constraints on schema \( S \) determine its structural variations. Following this proposition, the constraints on \( S \) that give rise to invertible structural variations are in tgd.

**Example 4.** The composition \( \Sigma_{1a,1b}^{-1} \circ \Sigma_{1a,1b} \), in Example 3 results in a constraint \((x_1, \text{area}, x_4) \land (x_3, \text{published-in}, x_3) \land (x_2, \text{published-in}, x_3) \rightarrow (x_1, \text{area}, x_3)\) which is equivalent to the constraint of the database shown in Figure 1(a) as described in Example 1.

We should note that the composition of two transformations may \textit{not} be expressible using first order schema mapping formulas [8, 15]. Roughly speaking, each rule in \( \Sigma_{TR \circ \Sigma_{ST}} \) is created by replacing an atom \((x, \text{exp}, y)\) in the premise of a rule in \( \Sigma_{TR} \) by the premise of a rule in \( \Sigma_{ST} \) whose conclusion matches \((x, \text{exp}, y)\) [8, 10, 15]. Assume that the conclusion of a rule in \( \Sigma_{ST} \) contains an atom \((x, \text{exp}, y)\) with an existentially quantified variable, which may be stated explicitly in the rule or introduced by using concatenation, Kleene star, or disjunction, i.e., +, in \textit{exp}. Also, assume that there is an atom in the premise of \( \Sigma_{ST}^{-1} \) that matches \((x, \text{exp}, y)\). In this case, one needs second-order logic to express this composition [15]. If this happens to a transformation and its inverse, then the set of constraints on the original schema will be tgd in second order logic. To the best of our knowledge, there has \textit{not} been any work on database constraints over graph (or relational) databases that are in languages more expressive than the first order logic, e.g., second order logic, and the database constraints in the first order logic.
logic are by far more widely used than the ones expressed in higher order logics [1, 10]. Thus, we focus our attention to the first order constraints as explained in Section 2. If the atoms in the premise of $\Sigma_{ST}^{-1}$ match the atoms with only universally quantified variables in the conclusion of $\Sigma_{ST}$, their compositions can be expressed using the (first order) tgd as defined in Section 2 [8, 15]. Therefore, we consider only transformations whose composition with their inverses can be expressed in first order logic.

As shown in Example 4, the composition of transformation $\Sigma_{la,lb}$ and its inverse, and transformation $\Sigma_{la,lc}$ and its inverse can be expressed as such tgd. In this case the shared atoms between the premises of rules in $\Sigma_{ST}^{-1}$ and the conclusions of rules in $\Sigma_{ST}$ will be in form of $(x, l, y)$ or $(x, l', y)$ where $l$ is a label in schema $T$. Thus, each rule in $\Sigma_{ST}^{-1} \circ \Sigma_{ST}$ is created by replacing a label $(x, l, y)$ in the premise of a rule in $\Sigma_{ST}^{-1}$ by the premise of each rule in $\Sigma_{ST}$ whose conclusion matches $(x, l, y)$ or $(x, l', y)$ by exchanging the positions of $x$ and $y$. This method naturally extends to the atoms of the form $(x, l', y)$ in the premise of rules in $\Sigma_{ST}^{-1}$.

Consider a transformation $\Sigma_{ST}$ from $S$ to $T$ where the conclusions of a rule $\sigma$ in $\Sigma_{ST}$ contain an existentially quantified variable $z$. Given $I \in \text{Inst}(S)$, the nodes in databases $\Sigma_{ST}(I)$ created as the result of applying $\sigma$ to $I$ and correspond to $z$ do not have any fixed ID (or value if applicable) as they do not correspond to any node in $I$. Thus, $\Sigma_{ST}(I)$ will contain more than a single database. Since a transformation maps a database to multiple ones, its inverse must map multiple databases to a single one. Thus, the inverse can be expressed using a set of rules without any existentially quantified variable in their conclusions. Similar results have been shown for the structure of similar types of inverse of schema mappings over relational databases [14]. Thus, the composition of $\Sigma_{ST}$ and $\Sigma_{ST}^{-1}$ is a set of rules where the premise of each rule is a conjunctive RPQ and its conclusion is a single RPQ atom in form of $(x, exp, y)$ where $exp$ is either $l$ or $l'$ where $l$ is a label in $S$. A tgd without any existential variable in its conclusion is a full tgd. Hence, $\Sigma_{ST}^{-1} \circ \Sigma_{ST}$ is a set of full tgd over $S$.

The set of tgd's introduced by Proposition 1 is necessary to have invertible transformations for schema $S$, but it is not sufficient. We show that $S$ must satisfy an additional group of tgd's to have invertible variations. Let $\sigma$ denote the set of tgd constraints in $\Sigma_{ST}^{-1} \circ \Sigma_{ST}$. Given $\sigma$, we create another group of tgd constraints over $S$ denoted as $\sigma^*$, as follows. For each tgd constraint in $\sigma$ whose conclusion has a variable $x$ in its conclusion, i.e., $\chi_1(x, y) \rightarrow (x, l, y)$, we replace it with $\chi_1(y, x) \rightarrow (y, l, x)$. Then, for all tgd constraints in $\sigma$ with the variable $x$ in their conclusions, i.e., $\chi_1(x, y) \rightarrow (x, l, y)$, $\chi_m(x, y) \rightarrow (x, l, y)$ in $\sigma$, we construct the constraint $(x, l, y) \rightarrow (y, l, x) \lor \ldots \lor (x, l, y) \lor \ldots$ for each label $l' \in \mathcal{L}$ that does not appear in a conclusion of any constraint in $\sigma$, we create the constraint $(x, l', y) \rightarrow \text{FALSE}$.

**Proposition 2.** Given transformations $\Sigma_{ST}$ from $S$ to $T$ and $\Sigma_{TS}$ from $T$ to $S$, let $\sigma$ denote $\Sigma_{ST} \circ \Sigma_{TS}$. $\Sigma_{ST}$ is invertible with inverse $\Sigma_{TS}$ if and only if, for every database $I \in \text{Inst}(S)$, we have $I \models \sigma \land \sigma^*$.

In the rest of this paper, we refer to invertible transformations simply as transformations. Table 1 summarizes the notations used in our framework.

### Table 1: Summary of the notations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>Schema $S$ with label set $\mathcal{L}$ and constraints $\Gamma$</td>
</tr>
<tr>
<td>$\text{Inst}(S)$</td>
<td>Databases of schema $S$</td>
</tr>
<tr>
<td>$[p]_D$</td>
<td>Results of evaluating pattern $p$ on database $D$</td>
</tr>
<tr>
<td>$\Sigma_{ST}$</td>
<td>Transformation from schema $S$ to $T$</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Transformations of $I$ based on $\Sigma_{ST}$</td>
</tr>
<tr>
<td>$\phi_S(x) \rightarrow \psi_T(y)$</td>
<td>A transformation rule.</td>
</tr>
<tr>
<td>$\Sigma_{ST}^{-1}$</td>
<td>The inverse of $\Sigma_{ST}$</td>
</tr>
<tr>
<td>$\Sigma_{TS} \circ \Sigma_{ST}$</td>
<td>The composition of transformations</td>
</tr>
</tbody>
</table>

### 4 GENERALIZABLE SIMILARITY SEARCH

#### 4.1 Generalizability of Current Methods

**4.1.1 Similarity Search Methods.** To the best of our knowledge, frequently used structural-based similarity search features and algorithms are based on random walks, e.g., RWR [48], pairwise random walk, e.g., SimRank [29] and P-Rank [58], or path-constrained framework, e.g., PathSim [43] and HeteSim [40]. There are also other similarity search algorithms that extend the aforementioned algorithms such as common neighbors, Katz measure, commute time, and sampled set of random paths/walks between nodes [32, 57]. The algorithms that are not path-constrained, e.g., SimRank and RWR, are mainly developed to measure similarity over graphs where all edges have the same label [29, 48]. However, these algorithms are sometimes used over data graphs with multiple edge labels [43]. They have also been used as a basis for methods developed for data graphs with multiple labels [40, 43]. We consider both the original and the extended versions of SimRank and RWR for completeness.

**4.1.2 Topology-Based Methods.** Similarity scores computed by algorithms that use random walks and pairwise random walks are largely influenced by the topology of the graph. Because some transformations may modify the topological structure of data, structural-based similarity search algorithms such as RWR and SimRank are not robust under these variations as shown in our empirical studies in Section 6. There are similar algorithms that use the idea of random walks by randomly picking some walks between two nodes and randomly traversing certain number steps on each walk [57]. The more similar two nodes are, the more likely it is for one to reach to one of them by starting from another one using the aforementioned method. As they use similar core ideas to RWR and SimRank, their results are also influenced by transformations that modify the data topology. An invertible transformation may change the length and the number of paths and walks between two nodes. For example, the length of the path between nodes VLDB and Pattern Mining is one in Figure 1(a) and two in its variation (Figure 1(b)). Thus, they may deliver different similarity scores for the same pairs of nodes in a database and its invertible transformations.

**4.1.3 Path-Constrained Methods.** Two entities may be similar based on the paths or patterns that separate them in a database where those paths or patterns represent a certain type of relationship. The degree of similarity between two entities may largely depend on the type of relationship between them. For instance, consider a database with researchers, conferences in which they publish, and their affiliations. Some users may want to find similar researchers from
the point of view of their affiliations. Other users may like to find similar researchers based on the conferences that they publish their papers in. Thus, one often has to consider the type of relationship between two entities to define an effective similarity metric with a clear semantic. Path-constrained similarity search algorithms, such as PathSim and HeteSim, follow this approach [40, 43]. They allow users to supply a pattern template, or pattern, that specifies the type of relationship between entities in their queries. Example of a pattern in Figure 1 is $m_1 : \text{pub-in} \cdot \text{pub-in}^\ast$, which reflects the relationship between two papers through a conference in which they are both published. Each instance of a pattern in database $D$ is a path in $D$ whose sequence of edge labels match the sequence of labels in the pattern. For example, Similarity Mining-$\text{pub-in}$-$\text{VLDB}$-$\text{pub-in}$-$\text{Pattern Mining}$ is an instance of $m_1$ in Figure 1(b). The PathSim score of entities $u$ and $v$ in $D$ given pattern $p$ is

$$\text{sim}_p(u, v, D) = \frac{2 \times |u \sim p v|}{|u \sim p u| + |v \sim p v|}$$

(1)

where $|u \sim p v|$, $|u \sim p u|$ and $|v \sim p v|$ denote the numbers of $(u, p, v)$, $(u, p, u)$ and $(v, p, v)$ path instances in $D$, respectively. The robustness of PathSim or other path-constrained methods largely depends on the representation of the underlying relationships.

Example 5. Consider two representations of bibliographic data in Figure 1. Suppose a user wants to find similar research areas to Data Mining based on their shared conferences. In Figure 1(a), the user uses the pattern $p_1: \text{area} \cdot \text{pub-in} \cdot \text{pub-in}^\ast : \text{area}^\ast$ to represent the relationship and compute similarity scores between research areas. PathSim then finds Data Mining more similar to Databases than to Software Engineering. However, in Figure 1(b), the same user may use the pattern $p_2: \text{field} \cdot \text{field}^\ast$ to compute similarity scores between research areas. This pattern, however, finds that both Software Engineering and Databases are equally similar to Data Mining.

4.2 Achieving Generalizability

4.2.1 Complex Patterns To Express Robust Relationships. Example 5 illustrates that there may not be any (obvious) pattern over some structure or schema of a dataset to express the desired relationship between entities. If a user wants to find the similarity of two research areas based on their shared conferences, she can use pattern $p_2$ over the structural representation in Figure 1(b), but she cannot find the same pattern in Figure 1(a). One may propose a candidate pattern $p_1$ over Figure 1(a). However, it includes more information than $p_2$, i.e., information about the set of papers published in the conferences can be captured by $p_1$, but not by $p_2$.

On the other hand, the user may like to measure the similarity of research areas based on their shared conferences and also the papers published in those conferences. Over Figure 1(a), she can use pattern $p_1$ to help measure the similarity. However, there is no pattern that expresses that relationship in Figure 1(b). One may solve this problem by using a language that is more expressive than the sequence of relationship labels to express relationship types between entities in a database.

Example 6. Following Example 5, one can create an equivalent relationship to the one expressed by $p_2$ in Figure 1(a) by modifying $p_1$ to treat the set of all paths through some papers from a conference to a research area as a single path, i.e., skip details of entities visited along those paths.

The resulting pattern from Example 6 considers only the existence of a connection between a research area and a conference in the database as opposed to $p_1$ that takes into account all papers that connect a research area to a conference. This pattern intuitively represents an equivalent relationship over Figure 1(a) to the one conveyed by $p_2$ over Figure 1(b). Hence, one has to define and add an operation that implements the aforementioned skipping behavior to the language that describes relationships between entities.

Example 7. Following Example 5, one can modify pattern $p_2$ such that the pattern, while visiting a conference, can visit publications of the conference. This way, we get a relationship between two research areas that takes into consideration both conferences and publications shared between them in Figure 1(b). The resulting pattern expresses an equivalent relationship to what $p_1$ represents over Figure 1(a).

4.2.2 Toward a Sufficiently Expressive Pattern Language. The aforementioned insight suggests that to achieve generalizability against structural variations, the similarity search algorithm should use more complex patterns to express relationships between and measure the similarity of entities than the current ones. Nevertheless, one should be careful not to increase the expressivity of the relationship language too much as it takes a long time to find all instances of a complex pattern and compute its similarity score in a large database. We present a relationship expressing language that is expressive enough to represent equivalent relationships across various representations of the same datasets. We also show that using this language, there is a similarity algorithm that returns equal similarity scores between every pair of corresponding entities over different representations of the same information. More precisely, an algorithm that computes a similarity score using Equation 1 where $p$ is written in our language is structurally generalizable.

To implement the solution presented in Example 7, one may use the idea of nested operation in the nested regular expression (NRE) language [8]. Let $[p]$ denote a nested path of $p$ where a path $(u, [p], u)$ exists if and only if there exists a node $v$ such that a path $(u, p, v)$ exists. To achieve the same results as $p_2$ over Figure 1(a), the user should use the pattern $p_3: \text{field} [\text{pub-in}^\ast : \text{pub-in}^\ast : \text{field}^\ast$ to compute a similarity score between research areas. That is, similar research areas are based on shared conferences, and the strength of this relationship is based on the number of publications published in those conferences. Now, we define our extension to NRE called rich-relationship expression (RRE), on schema $S$ as

$$p := e | a (a \in S) | p^\ast | p^+ | p \cdot p | p + p | [p] | [[p]]$$

where $[ ]$ and $[[ ]$ are nested and skip operations, respectively.

Since Equation 1 used the number of instances of a specified pattern when calculating the similarity score, we define an instance of an RRE as follows. An instance of some RRE in a graph database $D$ is a ternary relation $(u, v, s)$ representing a traversal over $D$ from node $u$ to node $v$ whose actual traversal are recorded in a sequence $s$. Each entry in the recorded sequence $s$ is either a node id, an edge label or a string of pattern. Equivalence between two RRE instances is defined naturally by entry-wise comparison.

Given a sequence $s = (s_1, ..., s_m)$ and $t = (t_1, ..., t_n)$ of $m$ and $n$ entries, respectively, let $s \cdot t = (s_1, ..., s_m, t_2, ..., t_n)$ which is defined
only if $s_m = t_1$; and let $\tilde{s} = (\tilde{s}_m, ..., \tilde{s}_1)$ where, for each $i = 1...m$, $\tilde{s}_i = s_i$ if $s_i$ represents a node and $\tilde{s}_i = s_i^+$ otherwise. A set of instances of an RRE $p$ in a database $D$ in schema $\Sigma$, denoted by $I_D(p)$, is defined as follows. For a given label $a \in \Sigma$, arbitrary RREs $p$, $p_1$, and $p_2$ over $\Sigma$, we have

\[
I_D(a) = \{(u, v, (u, a, v)) \mid (u, a, v) \in D\}
\]

\[
I_D(p) = \{(u, v, s) \mid (u, v, s) \in I_D(p')\}
\]

\[
I_D(p_1 \cdot p_2) = \{(u, v, s_1 \cdot s_2) \mid \forall w, (u, w, s_1) \in I_D(p_1) \text{ and } (w, v, s_2) \in I_D(p_2)\}
\]

The rules for patterns with other constructs are in Appendix A.

We define the set of instances of an RRE for a particular pair of nodes $u$ and $v$ in database $D$ as

\[
I_D^{u,v}(p) = \{(u, v, s) \mid s, (u, v, s) \in I_D(p)\}.
\]

If database $D$ is clear from the context, we may write $I_D^{u,v}(p)$ and $I_D(p)$ as $I_D^{u,v}(p)$ and $I_D(p)$, respectively. For the remaining of this paper, we assume all relationship patterns are RREs. We have the following result regarding the number of instances of RRE across structural variations of graphs. We prove the following theorem by induction on the number of disjunctions and concatenated labels in a given RRE pattern.

**Theorem 1.** Given schemas $\Sigma$ and $T$, for every invertible transformation $\Sigma_{ST}$ and every pattern $p$ over $\Sigma$, there exists a pattern $p'$ over $T$ such that, for every database $D$ in $\text{Inst}(\Sigma)$ and $J \in \Sigma_{ST}(D)$ $\forall u, v \in D, |I_D^{u,v}(p)| = |I_J^{u,v}(p')|$.

The following is an immediate result of Theorem 1.

**Corollary 1.** Given a database $D$ of a schema $\Sigma$, for every transformation $\Sigma_{ST}$ for some schema $T$, there is a mapping $M$ between the set of patterns over $\Sigma$ and the set of patterns over $T$ such that, for a given pattern $p$ over $\Sigma$, we have that $\forall D \in \text{Inst}(\Sigma), \forall u, v \in D, \text{sim}_p(u, v, D) = \text{sim}_{M(p)}(u, v, \Sigma_{ST}(D))$.

Corollary 1 guarantees that, for each pair of entities $u$ and $v$ and pattern $p$ between them over a dataset, one can always find an equivalent pattern with equal similarity score to $p$ between $u$ and $v$ on other variations of the database. Hence, the returned ranked list of answers to a similarity query across databases under this transformation are always the same. We call the algorithm that uses Equation 1 to compute similarity on RRE patterns Relationship-Similarity (RelSim).

**4.2.3 Relationship Between Transformations & Pattern Languages.** Given a transformation $\gamma : \phi(\tilde{x}) \rightarrow (x_1, a, x_2)$, one can construct an undirected graph $G_\gamma = (V, E)$ such that $V = \{\tilde{x}\}$ and $E$ is a set of edges $(x_1, p, x_2)$ where $(x_1, p, x_2)$ is an atom in $\phi(\tilde{x})$. We say that $\gamma$ is acyclic if $G_\gamma$ contains no cycle.

A cyclic premise allows multiple traversals from one variable to another in the premise, and requires an indicator in the relationship language whether two variables along the traversal are the same, e.g., starting and ending nodes in a cycle are the same. In this case, it is not possible to rewrite this pattern over the premise to an equivalent one without a conjunction ($\land$). For instance, consider the pattern representing the premise of a cyclic tgd $(x_1, a, x_2) \land (x_2, b, x_3) \land (x_3, c, x_4) \land (x_4, d, x_1) \land (x_1, e, x_4)$. Assume we want to rewrite the pattern over this premise similar to $(x_1, \text{exp}, x_4)$ for some RRE $\exp$. To remove the conjunction in $(x_1, a, x_2) \land (x_2, b, x_3)$, one may write $(x_1, a \cdot b, x_3)$. However, because $x_2$ is specified in $(x_2, e, x_4)$, $x_2$ cannot be removed, and so this conjunction is necessary. Hence, the language to properly express this relationship pattern should be a conjunctive RRE.

We restrict our attention to transformations with acyclic premises in order to reduce the expressivity of the relationship language and keep the computation of similarity scores efficient. Since conjunctive RRE is more complex, it will take longer to compute the similarity scores between nodes. Regardless, the result of Theorem 1 extends for general tgd constraints if a conjunction is added to our proposed relationship expression language.

**4.2.4 Extending SimRank and RWR Using RRE.** One may extend RWR or SimRank so that the similarity measurement is based on a particular relationship pattern between entities [43]. RWR computes a similarity score between nodes $u$ and $v$ in a dataset using the steady-state probability that a random walk from $u$ will stay at $v$. SimRank, on the other hand, computes the score based on the probability that two random walks from $u$ and $v$ are met at a vertex in the data graph. Technically, the probability of a random walk from $u$ to $v$ computes the chance that a walk from $u$ hops from a node to its neighbor repeatedly until reaching $v$. Each hop, hence, is intuitively defined as a single edge between two nodes. In this extended RWR or SimRank, given a relationship pattern, a hop is defined only if a walk follows the given pattern from one node to another node. Following this idea, we may use the same measurement as SimRank and RWR to compute similarity scores over an relationship pattern as similarly specified in RelSim. We prove the following proposition similar to Theorem 1. Let $\text{RWR}_p(u, v, D)$ and $\text{SimRank}_p(u, v, D)$ denote a similarity score between nodes $u$ and $v$ computed using RWR and SimRank scoring function that only considers walks that follows RRE $p$.

**Proposition 3.** Given a database instance $D$ of a schema $\Sigma$, for every transformation $\Sigma_{ST}$ for some schema $T$, there is a mapping $M$ between a set of patterns over $\Sigma$ and a set of patterns over $T$ such that, for a given pattern $p$ over $\Sigma$, we have $\forall D \in \text{Inst}(\Sigma), \forall u, v \in D, \text{RWR}_p(u, v, D) = \text{RWR}_{M(p)}(u, v, \Sigma_{ST}(D))$ and $\text{SimRank}_p(u, v, D) = \text{SimRank}_{M(p)}(u, v, \Sigma_{ST}(D))$.

PathSim is shown to be more effective than RWR and SimRank [43]. Thus, we focus on our extension of PathSim in this paper.

**4.3 Computing Similarity Scores.** For a pattern with only concatenations, the number of RRE instances can be computed using commuting matrix [43]. Given labels $l_1, ..., l_m$ in a schema $\Sigma$, a commuting matrix of pattern $p = l_1 \cdot ... \cdot l_m$ over database $D$ is $M_p = A_{l_1}A_{l_2}...A_{l_m}$ where $A_{l_i}$ is an adjacency matrix that represents a number of edges of label $l_i$ between pairs of nodes in $D$. Each entry $M_p(u, v)$ represents the number of instances of $p$ from node $u$ to node $v$ in $D$. Given a commuting matrix, we can compute a similarity score $\text{sim}_p(u, v, D) = M_{p}(u, v, \Sigma_{ST}(D))$.

We extend the computation of commuting matrix for RREs as follows. Given matrices $X$ and $Y$, let $> b$ be a Boolean operation such that each entry $(i, j)$ of $X > Y$ is 1 if $X(i, j) > Y(i, j)$ or 0 otherwise, and $\text{diag}(X)$ denote a diagonal matrix of $X$. Given a label $a$ and arbitrary patterns $p_1$ and $p_2$ over database $D$ in schema $\Sigma$, we
have $M_a = A_a$, $M_p = M_p^T$, $M_{p_1} \cdot p_2 = A_{p_1} \cdot p_2$, $M_{p_1} + p_2 = A_{p_1} + A_{p_2}$ if $p_1 \neq p_2$, $M_{p_1} + p_2 = A_{p_1}$ if $p_1 = p_2$, $M_{[\{\cdot\}]} = M_p > 0$, and $M_{[p]} = \text{diag}(M_p(M_p^T > 0))$ where 0 denotes a matrix whose entries are zero.

Since computing a commuting matrix for RRE $p$ over database $D$ follows standard matrix operations, the complexity is bounded by $O(m|V|^2 + n|V|)$ where $m$ denotes the number of matrix multiplications, e.g., the number of concatenations and nested operations in $p$, $n$ denotes the number of other operations, and $|V|$ denotes the number of nodes in $D$. Therefore, RelSim still has the same complexity as that of PathSim.

5 SIMPLIFYING RELSIM

5.1 Usable Pattern Language

The relationship expression language presented in Section 4 may be complicated for average users. For instance, $p_1 : \text{field} \cdot \{\text{pub-in}\} \cdot \{\text{pub-in}\} : \text{field}^\prime$ which involves nested operations, is less intuitive than $p_2 : \text{field} \cdot \text{field}^\prime$ over Figure 1(b), which uses only concatenations. To improve the usability of a similarity search algorithm, we would like to enable users to submit their patterns using a relatively intuitive set of operations, such as concatenations and reverse traversals. In addition, users may like to measure the similarity between entities using a set of different types of relationships, e.g., the number of concatenations and nested operations is a relatively intuitive set of operations, such as concatenations and reverse traversals. Given a simple input pattern, our algorithm leverages the constraints in the database to generate a set of RRE patterns related to the input pattern. The algorithm aggregates the similarity scores of these patterns to compute the similarity between entities.

5.2 Generating RREs From a Simple Pattern

Algorithm 1 finds a set $E_p$ of RREs by minimally modifying the input simple pattern $p$, such that the results of Corollary 3 and Proposition 3 hold for the aggregated scores of all patterns in $E_p$. For example, given an input $p_1 : \text{field} \cdot \{\text{pub-in}\}$ over Figure 1(b), the algorithm returns a set of RREs whose members are including both $p_2 : \text{field} \cdot \{\text{pub-in}\}$ and $p_3 : \text{field} \cdot \{\text{pub-in}\} \cdot \{\text{pub-in}\}$ via Equation 1. If $p_3 : \text{area} \cdot \{\text{pub-in}\} \cdot \{\text{pub-in}\} \cdot \{\text{area}\}$ is the input of Algorithm 1 over Figure 1(a), the algorithm returns a set of RREs whose members are $p_3$ and $p_5 : \{\{\text{area}\} \cdot \{\text{pub-in}\} \cdot \{\text{pub-in}\} \cdot \{\text{area}\}$ according to the mapping defined in Corollary 1 between two data fragments in Figures 1(b) and Figure 1(a). $p_2$ and $p_4$ map to $p_3$ and $p_5$, respectively. Thus, there is a one-to-one mapping between the sets of RRE returned by the algorithm over data fragments. By computing the scores through counting, one finds that the similarity results for $p_2$ over Figure 1(b) and $p_3$ over Figure 1(a) are the equal.

More precisely, let Algorithm 1 take a simple pattern $p = l_1 \ldots l_n$ over a schema $S = (L_a, \Gamma)$. Let $(r, i)$ denote a generated RRE $r$ by Algorithm 1 from $p$, which is processed up to label $l_i$ in $p$. Given $(r, i)$, let $s$ be the the remaining unprocessed sub-pattern of $p$, e.g., $s = l_{i+1} \ldots l_n$. Algorithm 1 examines each sub-pattern $e : l_{i+1} \ldots l_j$ of $s$ for some $i + 1 \leq j \leq n$. Then, it uses Algorithm 2 to find a set $R$ of RREs for $e$ according to each constraint in $S$ (Line 9). If Algorithm 2 generates RRE $e'$ for $e$, Algorithm 1 replaces $e$ in $s$ with $e'$ and marks that all labels up to $l_j$ as processed, e.g., $(r \cdot e', j)$ (Line 12). It also includes the input pattern $p$ in the set (Line 6).

Before we explain Algorithm 2, we define the premise graph of a constraint. Consider a constraint $\gamma : \phi_p(x) \rightarrow \phi_q(y)$. We assume that for each atom $(x_1, e, x_j) \in \phi_p$, $e$ is not written as $e_1 \cdot e_2$ for some non-empty RPOs $e_1$ and $e_2$. If such atom exists, we rewrite it as $(x_1, e_1, x') \land (x', e_2, x_j)$ for some fresh variable $x'$. The premise graph of $\gamma$, denoted by $\text{Gpre}(\gamma)$, is a directed graph $(V, E)$ whose nodes are variables in $\phi_y$ and edges are labeled by the RPO patterns between each pair of those variables in $\phi_y$. More precisely, a node $v_i \in V$ if and only if $x_i$ is a variable in $\phi_p$, and an edge $(v_0, e, v_x) \in E$ if and only if $(x_1, e, x_j) \in \phi_p$. The premise graph of constraint $\gamma_1 : (x_1 \cdot \{\text{area}\} \cdot \{\text{pub-in}\} \cdot \{\text{pub-in}\} \cdot \{\text{area}\}$ over Figure 1(a) is $0_1 \rightarrow 0_3 \rightarrow 0_4 \rightarrow 0_2$.

The underlying idea of the Algorithm 2 is that each constraint $\gamma$ implies information-preserving transformations that may add or remove an edge from the current schema. These transformations...
modify only the (simple) patterns in the underlying database that match the premise of $\gamma$. Intuitively, using the results of Section 4.2, these variations are confined within RREs. Thus, for each input simple pattern $p$ and constraint $\gamma$, generally speaking, Algorithm 2 finds all common (sub-)paths between $s$ and the premise graph of $\gamma$. Let $e$ be such a common path that starts from $v_q$ and ends at $v_k$ in the premise graph of $\gamma$. Algorithm 2 generates all patterns in the premise graph of $\gamma$ that start from $v_q$ and end at $v_k$ and are expressed as RREs, i.e., all traverses from $v_q$ and end at $v_k$ in the premise graph of $\gamma$ that are expressed as RREs.

We briefly describe the recursive procedure to compute an RRE $v_i \leftarrow_G v_j$ that traverses a premise graph $G$ from node $v_i$ to $v_j$ in Algorithm 2. We adopt a breath-first search algorithm to find all paths, i.e., simple patterns, from node $v_i$ to node $v_j$ in $G$. An RRE pattern of all $n$ paths that traverses a pair of nodes $v_i$ and $v_j$ is $p_{i,j}^1 + ... + p_{i,j}^k$. Since we assume the constraints and consequently their premise graph to be acyclic, $n$ is exactly 1. Let us denote this pattern as $p_{i,j}^j$. At each node $v_i$ which connects to some leaf node $v_k$ in $G$, we construct a pattern $[p_{i,k}]$. Then, we concatenate $[p_{i,k}]$ at the front of any pattern from $v_i$ or at the end of any pattern to $v_i$. We mark each edge as visited when each pattern $p_{i,j}^j$ or $[p_{i,k}]$ is constructed. The base case is to first construct a pattern $p_{i,j}^j$. The procedure ends when all edges in $G$ are visited. Note that each constructed $p_{i,j}^j$ can also be written as $[[p_{i,j}^j]]$, which results in multiple patterns of this traversal.

As an example, consider the premise graph of constraint $\gamma_1$, $G_{\text{pre}}(\gamma_1) = \langle v_1 \xrightarrow{\text{area}} v_2 \xrightarrow{\text{pub-in}} v_3 \xrightarrow{\text{pub-in}} v_4 \xrightarrow{\text{pub-in}} v_2, \text{ and a simple pattern area-pub-in.}
Possible RRE patterns that traverse this graph from $v_1$ to $v_4$, i.e., $v_1 \leftarrow_{G_{\text{pre}}(\gamma_1)} v_3$, are area-\text{pub-in}, $\text{[area-\text{pub-in}]}$, area-\text{pub-in}, $\text{[pub-in]}$, and $\text{[area-\text{pub-in}]}$. Area-\text{pub-in}$. Algorithm 2 adds all $(a, b, e')$ to the resulting set $R$ where $e'$ is one of the above patterns except the first one. Consider each label $l$ in the input simple pattern. Algorithm 2 finds all possible patterns according to the set of constraints that is mapped to each label $l$ in the input pattern and follows Theorem 1. Using similar arguments to Theorem 1 and Corollary 1, we have the following proposition.

Proposition 4. Given a database $D$ of schema $S$ and a equivalent schema $T$ under transformation $\Sigma$, for every simple pattern $p$ over $S$, there exists a simple pattern $p_T$ over $T$ such that, $\forall u, v \in D$, $\sum_{p \in E_{T_D}} (\text{simp}(u, v, D) = \sum_{p' \in E_{T_D}} \text{simp}(u, v, \Sigma(D)))$
Thus, a similarity algorithm that computes aggregate scores over the set of RREs returned by Algorithm 1 is structurally generalizable.

5.3 Complexity of Generating RREs

The complexity of Algorithm 1 largely depends on the number of patterns generated in Algorithm 2. Since each simple pattern $p$ found in $G_T$ can be either $p$ or $[[p]]$, this algorithm is exponential in the number of $p$'s. However, since $G_T$ is acyclic, each $p$ is a path. Hence, the number of simple pattern $p$'s is $1 + \sum_{e \in \text{E}_{G_T}} (\deg(e) - 1)$ where $V_{\text{deg} > 2}$ is a set of nodes in $G$ whose degrees are greater than 2. Since $\sum_{e \in \text{E}_{G_T}} \deg(e) = 2(\text{deg}(G))$, the procedure is $O(\text{exp}(\text{deg}^2(G)))$. There is also a linear-time algorithm $O(\text{deg}(G))$ that finds all connected subgraphs $G$ of $G_T$ [27]. Since the number of iterations over all sub-patterns (Line 2) is polynomial in the length of $p$, the total complexity of Algorithm 2 is $O(n^2(\text{exp}|E(G)| + |V(G)|)$ where $n$ is the number of nodes in the input simple pattern. Constraints of a schema usually have a very small number of terms compared to the size of databases. We may view the exponent factor as a (small) constant. Hence, Algorithm 2 is $O(n^2)$ where $n$ is usually small [43]. Let $O(M)$ denote the number of patterns generated from Algorithm 2. Consider that there are possible $O(\exp(k))$ possible sub-patterns to the user input pattern with $k$ nodes. Also, algorithm 1 may replace each of those sub-patterns by the generated patterns from Algorithm 2. Hence, the complexity of Algorithm 1 is $O(M \exp(k))$. The value of $k$, i.e., the number of nodes in the simplified simple pattern is also significantly smaller than the size of the database. We used some optimizations in our implementation of Algorithm 2, which improve the running time of the algorithm. These methods are explained in the full version of the paper [12].

6 EMPIRICAL STUDY

Datasets: We use the following datasets in our experiments. DBLP consists of 1,227,602 nodes and 2,692,679 edges, which contains bibliographic information of publications in computer science. We add information about the research areas for each conference in DBLP from information extracted from Microsoft Academic Search. Figure 2(a) depicts the schema of DBLP. We also use a subset of Microsoft Academic Search (MAS) data with 44,068 nodes and 44,220 edges. MAS contain information about papers, conferences, areas, e.g., Databases, and keywords of each paper and/or area, e.g., indexing. The WSU course database consists of 1,124 nodes and 1,959 edges. Figure 3(a) depicts the schema of WSU dataset. The LinkedMDB dataset collected from www.cs.toronto.edu/~oktii/linkedmdb contains information about movies, actors, and characters those actors have played in movies. It has 21,039 nodes and 48,084 edges. The Drug and Disease dataset (DD), is made available to us as a part of an NIH funded project and contains information about diseases, drugs, pathways, and their relationships. Figure 4 depicts a fragment of DD. It consists of 43,307 nodes and 1,742,970 edges. The Gene dataset has also been used in the same NIH program and has detailed information about interactions of genes and drugs. It has 77,520 nodes and 428,940 edges.

Settings: We compare robustness, effectiveness and efficiency of RelSim with RWR [48] using a restart probability of 0.8, SimRank [29] using a damping factor of 0.8, and PathSim [48]. Since previous studies show that the PathSim similarity computation method is more effective than those of SimRank and RWR [43], we use RelSim
with the similarity score computation of PathSim, i.e., Equation 1. We implement all algorithms using MATLAB 8.5 on a Linux server with 64GB memory and two quad-core processors.

6.1 Structural Robustness

We use DBLP, WSU and DD databases to evaluate the structural generalizability of RWR, SimRank, PathSim and RelSim. As SimRank takes too long to finish on full DBLP dataset, we do this evaluation using a subset of DBLP with 24,396 nodes and 98,731 edges.

DBLP dataset satisfies constraint \((\text{paper}1, \text{r-a, area}1) \land (\text{paper}1, \text{p-in, proceedings}1) \land (\text{paper}2, \text{r-a, area}2)\) \to \((\text{paper}2, \text{p-in, proceedings}2)\). We transform this database to a database with the structure shown in Figure 2(b), which follows the style of SIGMOD Record database. We call this transformation DBLP2SIGM. We randomly sample 100 proceedings based on their node degrees as our query workload over these datasets.

WSU dataset satisfies the constraint \((\text{offer}1, \text{os, subject}) \land (\text{offer}1, \text{co, course}) \land (\text{offer}2, \text{co, course}) \to (\text{offer}2, \text{os, subject})\). We transform WSU database to the graph structure of Alchemy UW-CSE database whose structure is shown in Figure 3(b). We call this transformation WSUC2ALCH. We also randomly sample 100 courses from WSU based on their degrees as our query workload.

DD dataset satisfies \((\text{phenotype}1, \text{is-parent-of, phenotype}2) \land (\text{phenotype}1, \text{assoc-with, anatomy}) \to (\text{phenotype}2, \text{indirect-assoc-with, anatomy})\) and \((\text{phenotype}1, \text{is-parent-of, phenotype}2) \land (\text{disease, assoc-with, phenotype}1) \to (\text{disease, indirect-assoc-with, phenotype}2)\). We transform the DD dataset such that all edges of label indirect-assoc-with (shown in Figure 4 as indirect-associated-with) are removed. We denote the transformation over DD dataset as DDT. The structure of the transformed DD dataset is also shown in Figure 4 excluding all dashed edges. The main goal of using this dataset in the NIH project is to discover the drugs that are closely related to queried diseases. Since we use this dataset to also evaluate the effectiveness of our algorithms, we have obtained a set of 30 diseases and their relevant drugs from experts in the domain of the data. Since paths between diseases and drugs are asymmetric, we cannot compute similarity scores using PathSim formula over this dataset. Instead, we evaluate the queries using HeteSim [40], which extends PathSim to support asymmetric paths, e.g., finding similarity between different entity types.

We measure the structural generalizability of each method by comparing its ranked list of results for the same query over datasets with different structural representations but with the same information. We adopt normalized Kendall’s tau measurement to compare two ranked lists. The value of normalized Kendall’s tau varies between 0 and 1 where 0 means two lists are identical and 1 means one list is the reverse of another. As users are normally interested in highly ranked answers, we compare top 5 and 10 answers.

### Table 2: Average ranking differences

<table>
<thead>
<tr>
<th></th>
<th>DBLP2SIGM</th>
<th>WSUC2ALCH</th>
<th>DDT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>top 5</td>
<td>top 10</td>
<td>top 5</td>
</tr>
<tr>
<td>RWR</td>
<td>.447</td>
<td>.412</td>
<td>.259</td>
</tr>
<tr>
<td></td>
<td>.130</td>
<td>.112</td>
<td></td>
</tr>
<tr>
<td>SimRank</td>
<td>.455</td>
<td>.410</td>
<td>.387</td>
</tr>
<tr>
<td></td>
<td>.405</td>
<td>.385</td>
<td></td>
</tr>
<tr>
<td>PathSim</td>
<td>.608</td>
<td>.590</td>
<td>.310</td>
</tr>
<tr>
<td></td>
<td>.438</td>
<td>.461</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 shows the average ranking differences for top 5 and 10 answers returned by RWR, SimRank, PathSim and/or HeteSim. We do not report the results of RelSim because it returns the same answers over all transformations. According to Table 2, the outputs of all current algorithms are significantly different across databases under these information-preserving transformations.

We also evaluate the generalizability of our algorithm when a transformation is invertible and adds extra information. We define a transformation, called DBLP2SIGMX, similar to DBLP2SIGM, which also adds additional nodes that connect authors to proceedings in the SIGMOD Record schema. These nodes indicate the relationship of what authors has a paper in what proceedings. Each of these nodes is connected to both the corresponding author and the proceedings in which she has published at least one paper. DBLP2SIGMX is invertible and has the same inverse as DBLP2SIGM. Due to the long running time of SimRank and RWR over DBLP we have performed these experiments over the small DBLP dataset. We randomly selected 100 queries for DBLP dataset. The results shown in Table 3 indicate that RelSim is the only generalizable and robust algorithm over this transformation.

Some real-world transformations may not be invertible and lose some information. We also measure the generalizability of algorithms when a small fraction of edges between nodes are removed during the transformation. In this experiment, we create two new transformations for DBLP and DD, namely DBLP2SIGM(.95) and DDT(.95), respectively. DBLP2SIGM(.95) and DDT(.95) restructure DBLP and DD similar to that of DBLP2SIGM and DDT, respectively. These transformation first restructure the database and then randomly remove 5% of the total number of edges from the transformed databases. Table 3 shows the average ranking differences for top 5 and 10 answers returned by RWR, SimRank, PathSim (HeteSim) and RelSim using the same datasets, the query workloads and relationship patterns described in the previous experiment. The result indicates that RelSim is more generalizable than other methods when the transformed databases has a slightly less information than the original ones.

### Table 3: Average ranking differences over transformations that modify information

<table>
<thead>
<tr>
<th></th>
<th>DBLP2SIGM</th>
<th>DDT(.95)</th>
<th>DBLP2SIGM(.95)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>top 5</td>
<td>top 10</td>
<td>top 5</td>
</tr>
<tr>
<td>RWR</td>
<td>.696</td>
<td>.752</td>
<td>.530</td>
</tr>
<tr>
<td></td>
<td>.835</td>
<td>.640</td>
<td></td>
</tr>
<tr>
<td>SimRank</td>
<td>.790</td>
<td>.750</td>
<td>.143</td>
</tr>
<tr>
<td></td>
<td>.790</td>
<td>.750</td>
<td></td>
</tr>
<tr>
<td>PathSim</td>
<td>.364</td>
<td>.239</td>
<td>.927</td>
</tr>
<tr>
<td></td>
<td>.423</td>
<td>.452</td>
<td></td>
</tr>
</tbody>
</table>

6.2 Effectiveness

We evaluate the effectiveness of RelSim over DD, Gene, MAS, and LinkedMDB. We use the same query workload used in Section 6.1 for DD. For Gene, we are given a set of 80 drugs and the genes that are strongly influenced by them by our collaborator based on previously published data in medical domain. Each drug in this ground truth is associated by only one gene. For query workload over MAS, we randomly sample 100 conferences based on their degrees in the dataset. To provide the ground truth over MAS, for

<table>
<thead>
<tr>
<th></th>
<th>DBLP2SIGM</th>
<th>DDT(.95)</th>
<th>DBLP2SIGM(.95)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>top 5</td>
<td>top 10</td>
<td>top 5</td>
</tr>
<tr>
<td>RWR</td>
<td>.696</td>
<td>.752</td>
<td>.530</td>
</tr>
<tr>
<td></td>
<td>.835</td>
<td>.640</td>
<td></td>
</tr>
<tr>
<td>SimRank</td>
<td>.790</td>
<td>.750</td>
<td>.143</td>
</tr>
<tr>
<td></td>
<td>.790</td>
<td>.750</td>
<td></td>
</tr>
<tr>
<td>PathSim</td>
<td>.364</td>
<td>.239</td>
<td>.927</td>
</tr>
<tr>
<td></td>
<td>.423</td>
<td>.452</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 shows the average ranking differences for top 5 and 10 answers returned by RWR, SimRank, PathSim and/or HeteSim. We do not report the results of RelSim because it returns the same answers over all transformations. According to Table 2, the outputs of all current algorithms are significantly different across databases under these information-preserving transformations.
a given conference \( q \), we manually label other conferences in three categories: similar, quite-similar and least-similar. A conference is considered similar to \( q \) when they share the same research area. A conference is considered quite-similar to \( q \) when they are connected to a strongly related research area. Otherwise, the conference is considered least-similar to \( q \). We have also collected 23 pairs of actors from LinkedMDB data that are most similar in terms of the movies they co-starred and use them as queries over LinkedMDB data. Since over all datasets, except for MAS, each query has only one answer, e.g., each disease query relates only to a single drug, we use Mean Reciprocal Rank (MRR) to evaluate the effectiveness of the algorithms over all but MAS dataset. Reciprocal Rank (RR) of a list of answers to a query is \( 1/p \) where \( p \) is the position of the first relevant answer in the returned list of answers. MRR is the average of RR over a set of queries and returns a value between 0 and 1 where the larger values show more effective results. We use normalized DCG (nDCG) to evaluate the effectiveness because it supports multiple levels of relevance for returned answers [34]. The value of nDCG varies between 0 and 1 where the higher values indicate more effective ranking. As we explained, it has been shown that PathSim (HeteSim for cases where query and result are from different types) are more effective than RWR and SimRank. Thus, we compare our method with PathSim (HeteSim). We use Wilcoxon Signed Rank test with the confidence interval of 95% to measure the statistical significance of the differences between the results of our method and others.

We compare RelSim and HeteSim over original DD data and DD under DDT. The MRR of RelSim and HeteSim over the original DD data is 0.077 and 0.077 and over the transformed one are 0.077 and 0.072, respectively, where the difference is significant for the transformed data. According to our discussion with the experts, these queries are very hard to answer effectively by using only the structural patterns in the data set and without consulting external sources of knowledge and even a slight improvement in the accuracy of the returned answers may save a great deal of time and effort in their research. We have also used the DD and query workload to evaluate the effectiveness of similarity search method proposed in Section 5. We have used the simple pattern given to HeteSim for this experiment. The MRR of the final results is close to the one delivered by RelSim algorithm that takes RRE patterns as input, which is as effective or more effective than HeteSim.

We compare the effectiveness of RelSim with HeteSim over Gene data. We also transform Gene data using an invertible transformation that adds a new type of edge to connect two entities in the Gene data. The MRR of RelSim and HeteSim over the original Gene data is 0.235 and 0.173 and over the transformed one are 0.235 and 0.173, respectively, where the difference is significant. We also evaluated the method proposed in Section 5 over these datasets and got a MRR of 0.489 and 0.352, respectively, where the difference is significant. We also evaluated the method proposed in Section 5 over these datasets and got a MRR of 0.489 and 0.352, respectively, where the difference is significant. We also evaluated the method proposed in Section 5 over these datasets and got a MRR of 0.489 and 0.352, respectively, where the difference is significant.

Table 4 shows the average query processing time for a single pattern per query of RelSim and PathSim (under “single pattern”). Overall, RelSim is slower than PathSim because RelSim uses more patterns, and the preprocessing time, which includes transformation, is included in the processing time. However, the expressiveness of RRE used in RelSim allows the specified relationship pattern to be more complex than the expression used by PathSim. To compare the efficiency between these two algorithms, we first pick a pattern over each database as a reference. Then, for each referenced pattern, we find the corresponding RRE pattern \( p_R \) for RelSim and the closest correspondent simple pattern, i.e., meta-path, \( p_P \) for PathSim. For instance, a referenced pattern over DBLP is \( p^RIN^-r-a \). Over DBLP under DBLP2SIGM transformation, the correspondent patterns for RelSim and PathSim are \( p_R : [p^RIN^-] r-a \) and \( p_P : r-a \), respectively. Then we compare the running time of PathSim using \( p_P \) with the running time of RelSim using \( p_R \) and report the results.

Table 4: Average query processing time in seconds.

<table>
<thead>
<tr>
<th></th>
<th>single pattern</th>
<th>using Algorithm 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DD</td>
<td>DBLP</td>
</tr>
<tr>
<td>RelSim</td>
<td>.035</td>
<td>.473</td>
</tr>
<tr>
<td>PathSim</td>
<td>.024</td>
<td>.267</td>
</tr>
</tbody>
</table>

that adds new direct edges between movies, actors, and characters. The MRR of RelSim and PathSim over the original LinkedMDB data is equal and 0.4887. But, the MRR of RelSim and PathSim over the transformed one are 0.489 and 0.352, respectively, where the difference is significant. We also evaluated the method proposed in Section 5 over these datasets and got a MRR of 0.405 over both original and transformed data. The results of the method proposed in Section 5 are significantly less effective that PathSim over the original LinkedMDB but more effective over the transformed one.

We also compare the effectiveness of RelSim with that of PathSim, and report the values of nDCG for top 5 (nDCG@5) and top 10 (nDCG@10) answers over MAS data. The average nDCG@5 (nDCG@10) for RelSim and PathSim are 1.0 (1.0) and 0.969 (0.901), respectively, where the difference is statistically significant. Using the algorithm in Section 5, we get the same results over this dataset.

The aforementioned results indicate that RelSim is as effective or more effective than similar algorithms. It also implies that using RRE language in RelSim makes it not only generalizable but it also improves the effectiveness of its results over various datasets. The same observation generally holds for the usable version of RelSim proposed in Section 5.

6.3 Efficiency

We evaluate the query processing time of RelSim and PathSim over DBLP and DD datasets using the query workloads reported in Section 6.1. As explained in Section 6.1, it takes almost a day to run SimRank and RWR over these datasets. First, we evaluate the query processing time of RelSim and PathSim for the case where the user provides an exact relationship pattern (Section 4). All reported running times in this section assume that the commuting matrices of all meta-paths, i.e., simple RRE patterns that use only concatenation and reversal operations, up to size 3 are materialized and pre-loaded in main memory for both RelSim and PathSim. Theoretically, both RelSim and PathSim have the same time complexity. However, the expressiveness of RRE used in RelSim allows the specified relationship pattern to be more complex than the expression used by PathSim. To compare the efficiency between these two algorithms, we first pick a pattern over each database as a reference. Then, for each referenced pattern, we find the corresponding RRE pattern \( p_R \) for RelSim and the closest correspondent simple pattern, i.e., meta-path, \( p_P \) for PathSim. For instance, a referenced pattern over DBLP is \( p^RIN^-r-a \). Over DBLP under DBLP2SIGM transformation, the correspondent patterns for RelSim and PathSim are \( p_R : [p^RIN^-] r-a \) and \( p_P : r-a \), respectively. Then we compare the running time of PathSim using \( p_P \) with the running time of RelSim using \( p_R \) and report the results.

Table 4 shows the average query processing time for a single pattern per query of RelSim and PathSim (under "single pattern"). Overall, RelSim is slower than PathSim because RelSim uses more
When there are 20 or more constraints. We also tested the version of RelSim in Section 5 without our proposed optimization techniques to ignore non-relevant constraints. The algorithm takes multiple running times of RelSim per query over 5 runs of each setting in Figure 5. The average query processing times. We use the same relationship patterns over DBLP and DD as described in Section 6.1. The average query processing times per query of RelSim and PathSim are reported in Table 4 (under ”using Algorithm 1”). Overall, the running time of RelSim is slightly slower than PathSim due to the procedure of Algorithm 1. This result also shows that making RelSim more usable does not increase its running time considerably.

We also evaluate the scalability of the version of RelSim that takes simple patterns as input as described in Section 5 over DD dataset. Since the running time of this version depends on the number of tgd constraints on the original database and the length of the input simple pattern, we measure its running time over different values of these parameters. Because our datasets contain only two constraints, we test the scalability of our algorithm over a randomly generated set of constraints from only DD. As a matter of fact, we pick DD as it allows us to generate and test many constraints due to its rich structure. We generate each constraint by using a coin flipping random generator over each edge label in DD to decide whether an atom of the constraint contains such edge. We limit the number of atoms in the premise of each constraint to be between 2 and 5, and a single atom in its conclusion. For the input pattern, each simple pattern is randomly generated such that it traverses the data graph from a drug to a disease. We measure the running time by setting the number of constraints to 1, 5, 10, 20 and 40, and vary the length, i.e., number of edge labels, of the input simple pattern between 3 and 9. We use the same query workload as the one described in Section 6.1. We report the average similarity query running times of RelSim per query over 5 runs of each setting in Figure 5. The running time for pattern size of 9 for 40 constraints are omitted due to long running time. Overall, RelSim is reasonably fast for a small number of constraints and up to the length of 7 for the input pattern. The algorithm slows down when the number of constraint or the length of the input pattern goes up, especially when there are 20 or more constraints. We also tested the version of RelSim in Section 5 without our proposed optimization techniques for ignoring non-relevant constraints. The algorithm takes multiple hours to finish for 5 constraints or longer for more constraints for patterns of size more than 7.

7 RELATED WORK

There are robust algorithms over certain types of structural variations in other data models [11, 37, 45, 50]. They have two major shortcomings. First, they are robust only over a subset of frequently occurring variations. Because they leverage the properties special to the variation over which they are robust, it is not clear how to generalize these algorithms to be robust against other variations. Second, these systems either propose new algorithms [50], or make significant and/or complex modifications to the current ones [37]. However, current algorithms have been widely adapted and it is costly to replace them with new ones. Moreover, current algorithms are shown to be effective over some representations. Thus, a robust version of them will be effective over more representations.

Our inverse is similar to Fagin-inverse used in relational data exchange [14]. For Fagin-inverse, a transformation and its inverse may map multiple databases under one schema to multiples ones under another schema. The answers to a similarity query in different databases of the same schema may be different. Thus, we use a notion of inverse that maps one database to multiple ones to compare the results of an algorithm over a database and all its variations with the same information. There are also other notions of inverse in which the original and target databases may not contain the same information [5, 6].

8 CONCLUSION & FUTURE WORK

We proposed effective and scalable similarity search algorithms that generalize over a wide structural variations of graph data. An interesting future work is to investigate the connection between the traditional notion of generalizability in ML and structural generalizability for supervised and unsupervised learning on graphs.

A SEMANTICS OF COUNTING RRE

\[
I_D(e) = \{(u, u, (u)) \mid u \text{ is a node in } D\}
\]

\[
I_D(a) = \{(u, v, (u, v, a)) \mid (u, v, a) \in D\}
\]

\[
I_D(p^-) = \{(u, v, s) \mid (u, v, s) \in I_D(p)\}
\]

\[
I_D(p_1 \cdot p_2) = \{(u, v, s_1 \cdot s_2) \mid \forall w, (u, w, s_1) \in I_D(p_1) \text{ and } (w, v, s_2) \in I_D(p_2)\}
\]

\[
I_D(p_1 + p_2) = \{(u, v, s) \mid (u, v, s) \in I_D(p_1) \cup I_D(p_2)\}
\]

\[
I_D(p^+ \cdot p) = \{(u, v, s) \mid (u, v, s) \in I_D(e) \cup I_D(p) \cup I_D(p^2) \cup \ldots\}
\]

\[
I_D([p]) = \{(u, v, \langle \bar{p}, v \rangle) \mid \exists s, (u, v, s) \in I_D(p)\}
\]

\[
I_D([p]) = \{(u, u, s \cdot \langle \bar{p}, u \rangle) \mid \forall u, (u, u, s) \in I_D(p)\}
\]

where \(\bar{p}\) is a string \(p\) with all \([p]\) removed, e.g., \([a \cdot b] = a \cdot b\).
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