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Mitigating Jamming Attack: A Game Theoretic
Perspective
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Abstract—In this paper, the problem of minimizing the dam-
aging effect on the frequency hopping (FH) spread-spectrum
satellite is formulated using the two-player asymmetric zero-
sum game framework. The payoff is modeled as the channel
capacity of the defender under white additive Gaussian noise. The
defender and attacker are capable of spreading their signals over
a pre-specified frequency band. Two scenarios are considered:
(a) both the attacker and defender know each other’s strategies,
and (b) the defender knows the attacker’s strategy, but not vice
versa. In each of these scenarios, we further consider whether
the players have knowledge about the environments. We show
how to analytically determine optimal strategies for the players
in each scenario, and provide simulation results to verify our
approach.

Index Terms—zero-sum game, Nash equilibrium, power con-
trol, jamming attack

I. INTRODUCTION

Satellite jamming has its roots in radio frequency (RF)
jamming [1]. RF jamming is a simple idea. Its aim is to
degrade the signal’s integrity between a pair of senders and
receivers by transmitting noise with sufficient power on the
same communication band as the sender and receiver in order
to lower the signal-to-noise ratio (SNR) of their transmission.
Consequently, RF jamming can reduce or effectively cut off
the communication link between the sender and receiver. RF
jamming has been used to disrupt radar systems that guide
aircraft and missiles. It is also used to disrupt radio broadcast
stations in wartime or during tense periods in enemy countries
[2]. Currently, there has been a rise in the number of cases
in which RF jamming techniques are used to launch denial
of service (DoS) attacks in WiFi and cellular networks [3].
Notably, wireless sensor networks are most vulnerable to RF
jamming attacks due to their limited transmission power and
capability of mitigating attacks [4], [5].

Central to a successful attack is the capability of the jammer,
which includes the following: (1) transmission power and (2)
information about the frequency on which the good signal
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is transmitted. The reason for this is clear because the noise
generated by the jammer needs to have sufficient power and
to be on the same band as the good signal in order to reduce
the SNR of the good signal. For satellite communications, the
transmission between earth-based terminals is relayed by a
satellite. Thus, an effective way for the jammer to attack is
through the relay, i.e., the satellite, since it is more difficult to
attack the terminal. The difficulty comes from the fact that the
jammer needs to be in proximity of the receiver, which it may
know, or it might increase the potential of being detected.
Thus, in this paper, we will analyze the frequency hopping
(FH) radio jamming and mitigation in which, both the jammer
and the defender will employ their optimal strategies based
on what they know from a zero-sum game theoretic setting.
Specifically, our contributions include:

1) Formulate the problem of minimizing the damaging
effect of satellite jamming attacks using the two-player
asymmetric zero-sum game framework. The payoff is
modeled as the channel capacity of the defender un-
der white additive Gaussian noise. The defender and
attacker are capable of spreading their signals over a
pre-specified frequency band.

2) Provide performance analysis for the Perfect Information
Game. In this scenario, both attacker and defender are
rational and intelligent entities with perfect knowledge
of the game. We show that there exists an optimal Nash
equilibrium (NE) strategy for each player. Furthermore,
we obtain a closed-form for the NE strategies that turns
out to be a modified version of the well-known water-
filling problem [6]. Any deviation from their own NE
strategy would reduce their payoffs.

3) Provide performance analysis for the Defender-biased
game (typical cases). In this scenario, an attacker has
partial information about the game, while the defender
has perfect information about the game. We show that
the defender will take advantage of this lack of knowl-
edge and play an optimal strategy to obtain a payoff that
is higher than the rate obtained if the attacker would
play the NE strategy with perfect information. This is
the important property of a game that has NE.

4) Provide performance analysis for the Attacker-biased
game (rare cases). We analyze the special case when
the attacker knows the defender’s strategies, but the
defender does not know the attacker’s strategy due to
imperfection information. We provide an algorithm to
find the corresponding payoffs.

We note that for the Perfect Information Game, while it is not
difficult to obtain the closed-form solutions for the optimal
strategies mathematically, it is not trivial to immediately see
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that the optimal strategies would follow the modified water-
filling solution. For example, if the game payoff is not the
information capacity, but rather the bit-error rate [7], then
the payoff as a function of attacker/defender strategies is no
longer convex/concave. As a result, there would be no NE
and no closed-form results for NE can be obtained. Also, it is
rare that one can obtain a closed-form result for NE. Instead,
algorithms are often used to find the NE(s). Furthermore, it is
not obvious why both defender and attacker will try to follow
the water-filling solution, rather than just the defender, since
in the classic power control problem, the water-filling solution
is applied in non-game theoretic settings. Overall, our paper
emphasizes a fundamental approach to satellite jamming by
analyzing beyond the typical cases of real-world. In fact, we
provide an analysis for the case where the attacker has the
advantage over the defender, which of course rarely happens.
As argued in the security community, it is the special cases,
not the common cases, that will break a security system.
Thus, rather than taking a myopic view, our work assumes
that a variety of information, e.g., satellite communication
parameters or channel conditions, might be leaked through
other means, such as espionage.

II. RELATED WORK

Early literature on defense techniques against RF jamming
attacks typically focused on narrow band jamming. Specific
techniques such as transversal filters [8] or the singular-
value decomposition (SVD)-based method [9] are proposed
to suppress single-tone attacks. On the other hand, when
information on jamming frequency is not known at the de-
fender, defense schemes using channel codes such as convolu-
tional codes, or Bose-Chaudhuri-Hocquenghem (BCH) codes,
have been shown to be highly effective [10]. However, these
techniques introduce extra latency and bandwidth. Recently,
a number of adaptive anti-jamming techniques have been
proposed for global positioning system (GPS) satellites [11].
For example, these schemes include adaptive antenna array
[12] and frequency/time domain filtering [13]. Another type
of anti-jamming technique uses spread-spectrum methods such
as frequency hopping [14], [15], [7] to evade the jammer.
Specifically, in [15], a detect/transmit mode switch mechanism
is proposed to identify the jamming frequency statistics, and
an optimized frequency hopping strategy is proposed based
on the Markov decision process [15]. In [7], the defender
observes the jamming statistics and, based on this, generates
a frequency hopping pattern to minimize the error rate caused
by jamming. Other spread-spectrum-based techniques such as
a scheme using notch filters on the base band [16] are also
shown to be effective against jamming attack. More recently,
many novel approaches have been proposed on jamming/anti-
jamming attacks. [17] improves the attack efficiency towards
a wireless smart grid network by dynamically implementing
spoofing and jamming. The optimality is found by dynamic
programming. A security-aware efficient data transmission
scheme for Intelligent Transportation System (ITS) is intro-
duced in [18] by cloud-based server using dynamic server
selection methodology.

All of the aforementioned techniques assume that attackers
are not sufficiently knowledgeable about the defender. On

the other hand, a sophisticated attacker can employ different
jamming strategies adaptively to reduce the effectiveness of
a defense strategy. Essentially, both the defender and attacker
play a game in which the defender tries to maximize some
payoff, e.g., throughput, and the attacker tries to minimize it.
Therefore, the game theory approach [19] is often employed
to study channel security as well as spectrum allocation [20],
[21]. Work based on game theory in the context of FH
jamming [22], [23], [24] has also been done. For example, in
[22], the NE of an uncoordinated frequency hopping (UFH)
scenario is characterized by showing a mixed strategy for
the transmitter, receiver, and jammer. A more sophisticated
scenario, namely quorum-based FH rendezvous, is analyzed
in [24]. Unlike the other FH techniques that simply randomly
pick a frequency band, a quorum-based FH rendezvous uses a
quorum rule to pick the transmission channel, and the jammer
chooses the attack channel in the same way. In this case, the
NE of a three-player game is shown not to exist, but does exist
for a simplified two-player game. Additionally, recent research
has focused on the gaming analysis of a timing channel
[25], [26], [27], [28]. In [25], W. Xu et. al described the
timing channel anti-jamming technique. The timing channel
is able to transmit data encoded by the time duration of a
signal. The power allocation game between the transmitter
and the defender in a timing channel can be modeled as a
non-zero-sum Stackelberg Game. Unlike Nash equilibrium, a
Stackelberg equilibrium assumes that one player is leading
while the other is following. In the game analyzed in [26], [27],
[28], the transmitter is modeled as the leader and the attacker
is the follower. It is proved that a Nash equilibrium and a
Stackelberg equilibrium both exist, and the latter performs
better for the transmitter. While the analysis is thorough for a
timing channel with specific payoff functions, our work takes
a more generalized approach by defining the payoff as the total
capacity.

III. JAMMING ATTACK: A SPREAD-SPECTRUM GAME

A. Game Theoretic Overview

A zero-sum game involves two players: an attacker and a
defender. Using their respective strategies, the defender tries
to maximize a pre-specified expected payoff, and the attacker
tries to minimize it. From its perspective, the defender will try
to maximize the expected payoff with an optimal randomized
strategy. On the other hand, from its perspective, the attacker
will try to minimize the expected payoff using its own optimal
strategy. In the classical setting, both attacker and defender are
assumed to know each other’s strategy.

Let us now consider the defender’s perspective. Since the
attacker knows the defender’s strategy, the defender reasons
that the attacker will try to play the strategy that minimizes
the expected payoff. Being rational, the defender will play an
optimal strategy that obtains the maximum payoff. Similarly,
from the attacker’s viewpoint, the attacker will try to use its
optimal strategy to minimize the payoff given that the defender
has already maximized the payoff with some strategy. When
the optimal payoffs for attacker and defender are equal, this
is considered to be a Nash equilibrium.
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Figure 1. A typical scenario of a uplink radio interference and mitigation
with potential satellite communications applications.

B. Game Model

Fig. 1 shows a typical scenario where an attack occurs at
a satellite. The defender transmits information to the satellite
using the spread-spectrum technique, where the transmitted
signal is spread over multiple transmission bands. On the other
hand, the attacker tries to reduce the information rate by trans-
mitting noise via spread-spectrum techniques, i.e., jamming
the defender’s signal. A jamming attack is successful if the
attacker is able to greatly reduce the defender’s information
rate.

Table I shows the notations that are used:

N Number of discrete frequency bins

B Bandwidth per frequency bin

PD Total power received at satellite re-
lay from the defender

PA Total power received at satellite re-
lay from the attacker

PN Average noise power over all fre-
quency bins

n ∈ RN
+ Vector whose ith element denotes

the average additive white noise
power on frequency bin i

x ∈ RN
+ Strategy of defender, received

power on certain frequency bin i is
xi

y ∈ RN
+ Strategy of attacker, defined simi-

larly as x

X Feasible set of defender strategies.
X = {x ∈ Rn

+|
∑N

i xi ≤ PD}.
Y Feasible set of attacker strategies.

Y = {y ∈ Rn
+|
∑N

i yi ≤ PA}.
x∗, y∗ Optimal strategy used by defender

and attacker, respectively

p, p∗ ∈ R Expected payoff and optimal pay-
off, respectively

Table I
NOTATIONS

We assume a free space path loss model, as shown in Fig.
1, because both the defender and the attacker are typically in
the line of sight (LOS) to the satellite relay. In addition, this
paper considers a decoder and forward type relay satellite, and
does not include the typical satellite channel characteristics,
e.g., nonlinearity in a satellite transponder, a rain loss, etc.
This paper focuses on the effects on the data rate of the
channel from a transmitter to a relay satellite under a jamming
attack environment. The power at the relay satellite received
from the defender and the attacker can be simplified as

xi = PDTi

(√
GDTGRλi

4πdDR

)2
and yi = PATi

(√
GATGRλi

4πdAR

)2
,

respectively, at a certain frequency bin i, where GDT and GAT

are the transmit antenna gain of the defender and attacker,
respectively; dDR and dAR are the distance from the defender
and the attacker to the relay satellite, respectively; GR is
the receiver antenna gain at the relay satellite; and λi is
the wavelength at the hopping frequency i. Therefore, if xi

and yi are determined, then the corresponding transmit power
PDTi and PATi at frequency bin i can be computed using
the other known parameters. Hence, this paper focuses on the
computation of xi and yi using game theory. The satellite
jamming game is modeled as a zero-sum game. The objective
of the defender is to maximize the information rate, while the
objective of the attacker is to minimize this rate. Assuming
that the channels have white additive Gaussian noise, if the
defender plays strategy x and the attacker plays strategy y,
then the information rate, i.e., the maximum bit rate [29] that
can be transmitted by the defender is

f(x,y) =
N∑
i=1

B log

(
1 +

xi

ni + yi

)
. (1)

We note that the maximum bit rate, or the channel capacity, is
widely used as game payoff in literature. In [30], an OFDM
transmitter’s payoff is modeled as the sum of the capacity of
all sub-channels, taking into account of fading channel gains
as well as possible power costs. Here in Eq. (1) we suppose a
more general representation. We now begin with the scenario
where both attacker and defender know each other’s strategies
and the payoff matrix. This is called the Perfect Information
Game.

C. Perfect Information Game

Similar to the classic zero-sum game discussed above, if the
defender knows the attacker’s strategy, and vice versa, then the
goal for the defender is to find the optimal strategy x∗ that
maximizes the payoff, in particular the information rate, which
is

max
x∈X

min
y∈Y

f(x,y).

Similarly, the goal for the attacker is to find its optimal strategy
y∗ that minimizes the information rate which is:

min
y∈Y

max
x∈X

f(x,y).

It is not immediately clear whether this game has a NE as
the classic zero-sum game . The NE is obtained when there
exists a pair (x∗,y∗) such that maxx∈X miny∈Y f(x,y) =
miny∈Y maxx∈X f(x,y).
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Our first result is that this game does indeed have a NE.
Our proof relies on the following theorem from the work of
J. Neumann [31].

Theorem 1. Let x ∈ X and y ∈ Y , if f(x,y) is concave in
x for any y, and f(x,y) is convex in y for any x. Then:

max
x∈X

min
y∈Y

f(x,y) = min
y∈Y

max
x∈X

f(x,y).

Definition 1. f(x) is a convex function if for 0 ≤ a ≤ 1 and
for any x, y, the following applies:

f(ax+ (1− a)y) ≤ af(x) + (1− a)f(y).

Similarly, f(x) is a concave function if

f(ax+ (1− a)y) ≥ af(x) + (1− a)f(y).

We are now ready to prove the first result.

Proposition 1. The spread-spectrum game where the infor-
mation rate is the payoff has a Nash equilibrium.

Proof. See Appendix A.

Proposition 2. Let PD and PA be the total powers of the
defender signal and attacker signal received by the satellite,
and let x∗ be the optimal defender strategy; then the satellite
hub’s maximum information rate (payoff) is

p∗ =
∑
i∈J

B log

(
1 +

x∗
i

(PA + P J
N )/|J |

)
(2)

+
∑

i∈(K\J)

B log

(
1 +

x∗
i

ni

)
,

in which J and K denote the set of index of bins used by the
attacker and defender, respectively. P J

N denotes the amount of
noise power in those bins. |J | denotes the cardinality of J .
When the optimal attacker and defender use all the frequency
bins (|J | = N ),

p∗ = NB log

(
1 +

PD

PA + PN

)
.

Proof. Consider the attacker’s viewpoint. The attacker knows
that the defender knows its strategy. Naturally, the defender
would try to maximize the information rate based on the given
attacker’s strategy y. Thus, from the attacker’s viewpoint, it
will try to minimize the information rate. In other words, the
attacker will solve this problem:

p∗ = min
y∈Y

max
x∈X

N∑
i=1

B log

(
1 +

xi

ni + yi

)
. (3)

First, consider the max problem from the defender’s view-
point given the attacker’s strategy y. The defender will play
the optimal strategy x such that

x∗ = argmaxx∈X

N∑
i=1

log

(
1 +

xi

ni + yi

)
.

Note that B in the equation above can be omitted since
it is a constant, so the optimal solution will not change.

With a slight modification, this can be viewed as the well-
known problem of capacity maximization of parallel Gaussian
channels. Specifically, we now consider ni+yi as the average
power of background noise in bin i. In particular, the optimal
x∗ can be found using the Lagrange’s multiplier method. To
maximize a concave function f(x) subject to a number of
constraints gi(x) ≤ 0, i = 1, 2, . . . ,M , the Karush-Kuhn-
Tucker (KKT) conditions state that the optimal x∗ must satisfy
the following:

∂f(x)

∂xi
− λi

∂gi(x)

∂xi
|x=x∗ = 0, i = 1, 2, . . . ,M. (4)

Replacing f(x) =
∑N

i=1 log
(
1 + xi

ni+yi

)
for given ni and

yi, g1(x) =
∑N

i=1 xi − PD into Eq. (4) yields

xi + ni + yi = λ−1. (5)

Now, summing up the left- and right-hand sides over i, with
the total noise power PN =

∑N
i=1 ni, yields

λ−1 =
PD + PA + PN

N
. (6)

From Eqs. (5) and (6), the optimal strategy x∗ for the defender
is

x∗
i =

(PD + PA + PN )

N
− yi − ni, i = 1, 2, . . . , N. (7)

Next, from the attacker’s viewpoint, it will find y∗ that
minimizes Eq. (3). Substituting Eq. (7) into Eq. (3) yields
the following:

p =

N∑
i=1

B log

(
1 +

xi

ni + yi

)
(8)

=
N∑
i=1

B log

(
1 +

PD+PA+PN

N − ni − yi

ni + yi

)

=

N∑
i=1

B log

(
PD + PA + PN

N

)

−
N∑
i=1

B log (ni + yi),

which is minimized when
∑N

i=1 log (ni + yi) is maximized.
Now, using the Lagrange method with µ as the multiplier
yields

yi = µ−1 − ni, i = 1, 2, . . . , N. (9)

Summing the left- and right-hand sides of Eq. (9) yields

µ−1 =
PA + PN

N
.

Therefore, the optimal strategy of the attacker y∗ is

y∗
i =

PA + PN

N
− ni. (10)

Since y∗
i ≥ 0 is required, if from Eq. (10), y∗

i < 0, then
simply set y∗

i = 0, ignore bin i, and re-run the analysis with
the remaining N − 1 bins. Repeat this process to obtain a
feasible solution. If J is used to denote the set of bin indexes
used by the attacker with cardinality |J |, and P J

N denotes the
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amount of noise power in those bins, then y∗
i can be expressed

as

y∗
i =

{
PA+PJ

N

|J| − ni, i ∈ J

0, otherwise.
(11)

Next, plug y∗ into the payoff expression Eq. (7) to find x∗
i .

If x∗
i < 0, then set x∗

i = 0 and ignore bin i. If K is used
to denote the set of bin indexes used by the defender with
cardinality |K|, and PK

N denotes the amount of noise power
in those bins, then x∗

i can be expressed as

x∗
i =

{
PD+PA+PK

N

|K| − y∗
i − ni, i ∈ K

0, otherwise.
(12)

Now, notice that |J | ≤ |K| ≤ N (see Remark 1). Then the
following is obtained:

p∗ =
∑
i∈N

B log

(
1 +

x∗
i

y∗
i + ni

)
(13)

=
∑
i∈K

B log

(
1 +

x∗
i

y∗
i + ni

)
=

∑
i∈J

B log

(
1 +

x∗
i

(PA + P J
N )/|J |

)
+

∑
i∈(K\J)

B log

(
1 +

x∗
i

ni

)
.

When |J | = |K| = N ,

p∗ =
∑
i∈N

B log

(
1 +

x∗
i

y∗
i + ni

)
(14)

= NB log

(
1 +

PD

PA + PN

)
.

Now, by Proposition 1, maxx∈X miny∈Y f(x,y) =
miny∈Y maxx∈X f(x,y); therefore, the payoff of the de-
fender is q∗ = p∗.

Remark 1: From Eq. (9), the optimal strategy for the
attacker is essentially to try to fill every bin so that they
have equal power. When this is not possible for some bins,
it omits those bins and tries to make the power levels of the
remaining bins equal. This strategy follows our intuition since
any attacker’s strategy that deviates from uniform distribution
on the power levels, by symmetry, would allow the defender
to take advantage of it. Also, note that in a low SNR scenarios
where every frequency bin has low noise power compared to
the total power of the receiver, then |J | = N or the attacker
will spread its power over all the frequency bins. Finally, the
bins that will be used by the attackers will be those with the
lowest noise power levels.

Fig. 2(a) illustrates two cases: (1) every frequency bin is
used, and (2) some frequency bins are not used in the attack.
In both cases, it is noted that the jammer tries to spread the
power over the bins as evenly as possible. In turn, the defender
also tries to spread the power evenly over every bin. These are
optimal strategies for both cases.

(a)

(b)

Figure 2. Optimal power allocations of defender and attacker: (a) Perfect
Information; (b) Defender-Biased.

Remark 2: In the real world, it is true that the jammer
usually has limited information about the channel. However,
one should not take a myopic view that all information is
secure. Communication parameters can be leaked through
other means (e.g., espionage). Furthermore, many educated
guesses can be made about the satellite hardware and algo-
rithms since most of this information is public. The point is
that a sophisticated attacker, e.g., nation with large resources
can potentially acquire this information. Thus, there is a need
to analyze the perfect information scenario, i.e., the worst case
scenario for the defender. Importantly, the existence of Nash
equilibrium guarantees that the payoff for the attacker under
this perfect information scenario is the best it can ever hope
for. Thus, the defender can quantify the degree of damage for
given communication parameters.

D. Defender-Biased Game

In this game, the attacker does not know the strategy of the
defender. On the other hand, the defender knows the attacker’s
strategy and it knows that the attacker does not know its
strategy. Being rational, the defender does not have to play the
strategy x∗ = argmaxx∈X miny∈]Y f(x,y), since the strategy
x∗ is optimized for the worst case. Indeed, by knowing the
attacker’s strategy y, the defender can achieve a higher payoff
by playing the strategy as follows:
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x∗ = argmaxx∈X

N∑
i=1

B log

(
1 +

xi

ni + yi

)
.

As previously derived in Eq. (7),

x∗
i =

(PD + PA + PN )

N
− yi − ni, i = 1, 2, . . . , N. (15)

If x∗
i < 0 for some i, then set x∗

i = 0, ignore the frequency
bin i, and re-run the Lagrange multiplier method for the
remaining N − 1 frequency bins.

Now, consider the scenario when the attacker has no knowl-
edge of the background noise and the defender’s strategy. In
this scenario, we propose the following:

Proposition 3. If the attacker has no knowledge of the back-
ground noise and the defender’s strategy, then the defender’s
optimal payoff is

q∗1 =

|K|∑
i=1

B log

1 +

PD+PK
N

|K| − ni

ni +
PA

N

,

where K is the set of bin indexes used in the optimal strategy
x∗, |K| is the cardinality of K, and PK

N is the total noise
power in |K| bins used by the defender.

Proof. Without any information regarding the SNRs of the
frequency bins or the defender’s strategy, by the principle
of insufficient reasons, the attacker would spread its power
equally among N frequency bins by playing the strategy
yi = PA/N . Consequently, from Eq. (15), the defender will
play the strategy that maximizes the payoff given yi = PA/N
as

x∗
i =

(PD + PA + PN )

N
− PA

N
(16)

− ni, i = 1, 2, . . . , N.

=
PD + PN

N
− ni,

assuming that PD+PN

N − ni > 0. If for some frequency bin i,
the positive power constraint is not satisfied, then the defender
will ignore frequency bin i and re-run the optimization for the
other remaining bins. Plugging in x∗ and yi = PA/N into
the payoff function, the optimal payoff of the defender can be
obtained as

q∗1 =

|K|∑
i=1

B log

(
1 +

x∗
i

ni +
PA

N

)
(17)

=

|K|∑
i=1

B log

1 +

PD+PK
N

|K| − ni

ni +
PA

N

.

.

Fig. 2(b) illustrates the power allocation of the jammer and
the defender’s strategies. In this scenario, the jammer simply
allocates power uniformly at random over all frequency bins.
On the other hand, the defender will try to equalize the power
across all frequency bins as much as possible, given its power
budget.

If the jammer does not know as much information as the
defender, then it will not be able to play the Nash equilibrium
strategy correctly. Thus, the defender will be able to take
advantage of this and improve its own strategy to get a higher
payoff. For instance, if the attacker does not have the exact
information of noise distribution of the frequency bins, it
randomly chooses some bins to allocate with more power,
and other bins with less. As a result, the defender will be
able to allocate more power to those less-corrupted channels
and actually have a higher payoff. It turns out that, in the
Defender-biased scenario, it is actually reasonable for the
attacker to split its power budget evenly. Both our theoretical
and simulation results show that a less-uniform noise channel
(i.e, channel whose distribution noise power on the frequency
is far from uniform distribution in terms of Kullback-Leibler
(KL) distance will be more advantageous to the defender. That
is, if the attacker’s action makes the noise distribution over
the channel less uniform, then the defender gains by putting
more of its power in the less-corrupted frequency bins. As a
result, the defender gets a better payoff. Intuitively, without
any knowledge of the noise distribution, any non-uniform
distribution of the attacker’s power will be unwise, because it
is very likely to bring more variance to the existing noise. A
uniform power distribution, however, at least does not increase
the difference of each channel. These cases are illustrated in
Section V.

The game with Perfect Information scenario and the game
with Defender Biased scenario are similar to the case of
channel state information (CSI) being available at both trans-
mitter (TX) and receiver (RX) and the case of CSI being
available at only the RX in a multiple-input and multiple-
output (MIMO) system. In this game, both the defender and
the attacker can apply the water-filling strategy simultaneously
when perfect information is available, whereas in the MIMO
system, only the TX can apply the water-filling assuming the
known ocean bottom level (i.e., the attacker plus noise level
yi + ni known to the MIMO TX). In the Defender-Biased
game, only the defender can apply the water-filling strategy,
whereas the attacker uses the equal power strategy. This is
similar to the MIMO without CSI at TX, where the TX uses
the equal power strategy because it has no information on the
ocean bottom level.

E. Attacker-Biased Game
We now consider the Attacker-biased game. Here the at-

tacker knows the defender’s strategy, and it knows that the
defender does not know its strategy. Similar to Section III-D,
suppose the defender uses a strategy x that is known to the
attacker; then a rational attacker will try to minimize the
payoff, i.e., information rate using

y = argminy∈Y

N∑
i=1

B log

(
1 +

xi

ni + yi

)
.

Since B is a constant, it is equivalent to minimizing
the function f(x,y) =

∑N
i=1 log

(
1 + xi

ni+yi

)
. Using the

Lagrange multiplier method, similar to Section III-C yields
xi

(ni + yi + xi)(ni + yi)
= λ. (18)
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Letting zi = ni + yi and solving for zi yields

zi = ni + yi (19)

=
−λxi +

√
λ2x2

i + 4xiλ

2λ
.

Equivalently, the optimal strategy for the attacker is

y′
i =

−λxi +
√
λ2x2

i + 4xiλ

2λ
− ni. (20)

However, we do not know λ. The following procedure is used
to search for λ using an upper and a lower bound computed
as follows. First, we note that by summing the left- and right-
hand sides of Eq. (18),

λ =

∑
i xi∑

i ((ni + yi + xi)(ni + yi))
(21)

≥ PD∑
i (ni + yi + xi)

∑
i (ni + yi)

(22)

=
PD

(PA + PD + PN )(PN + PA)
, (23)

where Eq. (22) is due to Schwartz’s inequality. Now an upper
bound for λ can be found as follows:

λ =

∑
i xi∑

i ((xi + ni + yi)(ni + yi))
(24)

≤ PD∑
i (ni + yi)2

(25)

≤ PD∑
i n

2
i +

∑
i y

2
i

(26)

≤ PD

(
∑

i ni)2

N +
(
∑

i yi)2

N

(27)

=
NPD

P 2
A + P 2

N

, (28)

where N is the number of the frequency bin used for jamming.
We note that Eq. (27) is due to the well-known bound for l1-
norm and l2-norm.

Next, an algorithm that performs the search for λ over these
bounds is proposed. For each value of λ, y′ is computed using
inequality (20); then y′ is checked to see if it satisfies all power
constraints.

Proposition 4. Let f(λ) =
∑N

i=1 yi. Then f(λ) is monotoni-
cally decreasing in λ within the interval specified by inequality
(28) and inequality (23).

Proof. See Appendix B.

Based on Proposition 4, a binary search algorithm with the
complexity of log(n) can be used to find λ efficiently, where
n is the number of partition in the search space. In our specific
scenario, since we are searching for the right value of λ, if we
want the value of λ to be within ϵ of the optimal value, then
we can set n = O(1/ϵ). The algorithm is as follows:

while |PA − f(λ)| > ϵ do
if PA − f(λ) > 0 then
λupper = λ

else

λlower = λ
end if
λ = (λlower + λupper)/2

end while
Then, the best strategy for the attacker y′

i can be found by Eq.
(20).

IV. EXTENSION TO CONTINUOUS SPREAD-SPECTRUM
JAMMING

In this section, we extend the satellite jamming attack
settings from a setting consisting of finite discrete frequency
bins to the setting where signals are spread in a continuous
spectrum, i.e., an uncountable infinite number of frequency
bins. In particular, we will focus on the problem from the
defender’s perspective in a Defender-biased game.

A. Problem Formulation

To provide a brief background, we first consider the discrete
time i.i.d. white Gaussian channel modeled as:

ri = si +wi,

where wi ∼ N(0, σ2
N ) denotes the noise with average power

σ2
N , si denotes the transmitted signal, and ri denotes the

received signal. Furthermore, we assume that
N∑
i=1

s2i ≤ NP,

where P denotes the average power of a transmitted signal. It
is well-known that the capacity for this channel is

C =
1

2
log

(
1 +

P

σ2
N

)
.

Furthermore, the capacity is achieved when

si ∼ N(0, P ). (29)

Consequently, we also have

ri ∼ N(0, P + σ2
N ). (30)

Now, we turn our attention to modeling the game. From the
defender’s point of view, the sum of the attacker signal and
the background noise signal can be treated as one single noise
signal with the total power as

σ2
N = PA + PN .

The strategies of the defender and the attacker are no longer
sets of discrete power levels on each frequency bin. Rather,
their strategies are to find the power spectrum of their signal
so that the payoff functions are maximized. Specifically, in
a Defender-biased game, if we denote the power spectral
density of the defender and the total noise as S(ω) and Z(ω),
respectively, the defender intends to find S(ω) to maximize
the following payoff:

C =
1

2

∫ B/2

−B/2

log

(
1 +

S(ω)

Z(ω)

)
dω. (31)
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B. Defender-Biased Game with Continues Spread-Spectrum

Proposition 5. To maximize the payoff described in Eq. (31),
the power spectral density of the defender S(ω) is

S(ω) = max(P + σ2
N − Z(ω), 0),

where Z(ω) are the power spectral density of the total noise.
Thus, the optimal payoff is

C =
1

2

∫ B/2

−B/2

log

(
1 +

max(P + σ2
N − Z(ω), 0)

Z(ω)

)
dω.

Proof. Consider in the discrete case, the covariance matrices
of the transmitted signal si and the noise zi, which is sum
of the attacker’s signal and noise signal. We will show that
these covariance matrices are directly related to the spectrum
of the transmitted and noise signals when N −→ ∞. Let
s = {s1, s2, . . . , sN} be the vector denoting the transmitted
signal, z = {z1, z2, . . . , zN} be the vector denoting the sum
of noise and the attacker signal, and r = {r1, r2, . . . , rN}
be the vector denoting the received signal. Then we have the
following channel:

r = s+ z, (32)

where zi may not be independent.
Given the covariance matrix Kzz of the noise signal, the

defender will try to find the covariance matrix Kss of the
transmitted signal such that it maximizes the capacity. We
proceed as follows. We have

Kzz = E[zzT ]

Kss = E[ssT ].

Since Kzz is a symmetric matrix, performing eigenvalue
decomposition yields

Kzz = QDQT ,

where D is a diagonal matrix, whose diagonal entries are
non-zero eigenvalues, and Q is the matrix whose columns are
eigenvectors; thus, QQT = I. Next, multiplying Eq. (32) by
QT yields

QT r = QT s+QT z. (33)

Let w = QT z, then

Kww = E[wwT ]

= E[QT zzTQ]

= QTKzzQ

= D.

Therefore, wi are independent. We also note that the power
constraint of the signal QT s and s are the same since

tr(E[QT ssTQ]) = tr(QTKssQ) (34)
= tr(KssQQT )

= tr(Kss)

= NP.

Since wi are independent, based on the well-known capacity
of additive white noise channel (Eqs. (29) and (30)), each
component of v = QT s must have independent Gaussian

distribution. Similarly, each component of the corresponding
u = QT r must also have independent Gaussian distribution.
Using this condition, multiplying Eq. (33) by uT , and taking
the expectation on both sides yields

E[uuT ] = E[(QT s+w)(QT s+w)T ] (35)
= QKssQ

T +Kww

= QKssQ
T +D.

Thus,
Kss = QT (Kuu −D)Q. (36)

Since ui are independent, or Kuu is a diagonal matrix,
choosing

Kuu =

(
P +

tr(D)

N

)
I,

yields tr(Kss) = NP , which satisfies the power constraint.
Therefore, the optimal transmitted signal s for the defender
should have its covariance matrix as

Kss = QT

((
P +

tr(D)

N

)
I−D

)
Q.

Here we assume that the defender knows the covariance matrix
of the sum of background noise and the attacker, and thus can
compute the optimal Kss.

Now, we turn our attention to the continuous spectrum. If
z is wide-sense stationary, then for N −→ ∞, the diagonal
entries of D are indeed the power spectrum of z. Thus, using
the water-filling argument discussed in the previous section,
the optimal spectrum of s would be

S(ω) = max(P +W (ω)− Z(ω), 0),

where S(ω), W (ω), and Z(ω) are the power spectral densities
of s(t), w(t), and z(t), respectively. Note that W (ω) = σ2

N .
The corresponding optimal payoff (transmission rate) is

C =
1

2

∫ B/2

−B/2

log

(
1 +

max(P +W (ω)− Z(ω), 0)

Z(ω)

)
dω.

V. SIMULATION RESULTS

In this simulation, ten bins with an identical bandwidth of 3
kbps are used. Assume that the defender can deliver -120 dBW
at the satellite relay, and the jamming attacker can deliver half
of the power, i.e., -123 dbW. The total noise power is described
by SNR = PD/PN .

In a real-world scenario, the attacker can use any strategy
it wants. However, the attacker will inevitably do less damage
to the defender with any strategy that deviates from its
Nash equilibrium strategy, one that assumes both defender
and attacker have perfect information about the game. To
illustrate this point, Fig. 3 shows what happens if one player
decides to change to some other strategy. In this case, SNR
is fixed at 10dB, and noise distribution is quantified by the
concentration index (CI). One bin is randomly picked, and the
CI indicates the average percentage of PN that is confined
in this specific bin. In this case, when N = 10, CI = 0.1
indicates a ”flat” distribution, while a higher CI indicates
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Figure 3. Illustration of Nash equilibrium
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Figure 4. Payoff (rate) for scenarios under different noise distributions

a more highly-concentrated one. If the defender decides to
move to some other strategy while the attacker plays its NE
strategy, the defender reduces its payoff as shown by the red
curve. Similarly, if the attacker changes its strategy while the
defender stays with its NE strategy, the payoff to the defender
becomes higher as shown by the green curve, i.e., the attacker
reduces its payoff since this is a zero-sum game. As a result,
at the NE, both players have no motivation to move to other
strategies, and the payoff is shown by the blue curve.

Fig. 4 shows the payoff comparison for all scenarios. Five
different scenarios are considered here:

• Perfect information Nash equilibrium (NE)
• Defender-biased scenario with the attacker uniformly

distributing its power (DB-U): Attacker distributes its
power equally to each frequency bins.

• Defender-biased scenario with the attacker randomly
distributing its power (DB-R): Attacker distributes its
power for each bin following the uniform distribution in
[0.25PA

N , 1.75PA

N ].
• Attacker-biased scenario (AB): Defender does not know

the existence of the attacker. As a result, the defender
allocates its power by maximizing its capacity only
according to the noise distribution.

• Random scenario (R): Defender’s power allocation fol-
lows uniform distribution [0.25PN

N , 1.75PN

N ], and the
attacker’s power allocation follows uniform distribution
[0.25PA

N , 1.75PA

N ]

Comparing the DB-U and the NE scenario, the noise powers

in the channels become less uniform as the CI increases, and
the defender will have more advantage since it can adjust its
power allocation accordingly. On the other hand, the attacker
wants to make the channel as even as possible in order to
”cancel out” the advantage of the defender. As expected,
Fig. 4 shows that in these two scenarios, the defender can
obtain a higher rate when the noise powers in the channels
become less uniform. Furthermore, the information rate in the
Defender-biased scenario is always higher than that of the
Perfect Information scenario, as expected. The curve is flat
when CI < 0.6, indicating the filling effect introduced by
the attacker. When the channel noise is more uniform across
the frequency bins, the attacker is able to fill the gap between
channels with its limited power budget. Thus, the defender’s
gain stays constant by the attacker’s filling. However, if the
attacker has no idea about how the channel noise is distributed,
an evenly distributed jamming power will hardly decrease the
extent of variation in power for each channel. As a result, in the
DB-U case, the payoff keeps increasing as the CI increases.

Comparing the AB and the NE scenarios, it is assumed
that the defender always knows the channel conditions and
distributes its power accordingly, but the defender does not
know the existence of the attacker. As the CI increases, the
attacker becomes more effective because of the increase in
variation of power across the frequency bins. The attacker
can distribute power according to the defender’s action in
order to achieve optimality. However the attacker’s gain stops
increasing at some value of CI . This is because from this
point on, both attacker and defender discard the most noisy
channel, and there will be no further change of variation.

Comparing the DB-U and DB-R scenarios, it is obvious that
without the channel condition, if the attacker decides to use a
randomly distributed power allocation, then the defender will
be able to gain a large advantage. Even in the R scenario,
where the defender uses a random strategy instead of an
optimized strategy, the attacker may still get a payoff that is
worse than the DB-U case. As we discussed in Section III-D,
this result is not surprising. When the channel condition is
not available, a random strategy of the attacker will be very
likely to make the noise distribution in the frequency bins less
uniform. As a result, the defender is able to take advantage
of this and applies more power on those less noisy bins. If
the attacker allocates its power evenly, then it at least will not
increase the power differences in each bin.

Fig. 5 further illustrates the attacker’s ability to flatten the
noise distribution among the bins, thus eliminating the advan-
tage of variation for defenders. In this case, PA and PD are
fixed, while the noise power increases from SNR = 12.5dB
to 5dB. In both the perfect information and Defender-biased
scenarios, the overall performance decreases as the SNR
decreases. In Fig. 5(a), when the noise power is sufficiently
small (12.5dB), the attacker is able to fill the gaps, regardless
of the channel condition variation. In this case, the defender
has no benefit, even when CI is large. As the noise power
increases, the attacker will no longer be able to cover the
variation at some points, and the benefit of the defender
happens earlier when CI increases. However, as shown in
Fig. 5(b), in the Defender-biased scenario, the attacker never
flatten the channel. As a result, benefits for the defender always
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Figure 5. (a) Defender payoff (rate) in perfect information scenario; (b) in
Defender-biased scenario.
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Figure 6. Performance comparison of different types of defenders.

Fig. 6 compares two different kinds of defender behavior
in the Attacker-biased case. A ”smart defender” distributes
its power among the bins according to channel conditions,
while a ”non-smart defender” simply distributes power evenly.
Notice that the AB scenario defined above is actually a smart
defender. The result is plotted when CI = 0.2. It is interesting
to see that in this specific scenario, a ”non-smart defender”
always performs better! When the ”smart defender” distributes
the power according to channel condition, the result is more
varied. As a result, the attacker’s advantage becomes even
larger. In fact, Eq. (20) shows that for a ”non-smart defender”,
the attacker can do nothing more than ”flatten” the variation
of the channel noise, which is the same as in the perfect
information case.

Fig. 7 shows the defender payoff when the noise distribution
is fixed among ten bins. In this case, 75% of the noise power
is concentrated in three bins. As expected, in all scenarios,
performance increases as the SNR increases. At any SNR, the
two Defender-biased scenarios (DB-R and DB-U) always have
better performance compared to the other two. It is obvious
that the DB-R scenario will provide more advantages to the
defender because of the extra variance due to the randomness
of the attacker. The NE scenario comes third, and the AB
scenario is the worst. Differences among the DB-U, NE, and
AB scenarios decrease when the SNR increases. Given a fixed
distribution of noise across the bins, the absolute difference
between a bad channel and a good channel is small when the
SNR is large. As a result, the defender/attacker does not have a
huge benefit when given the information advantage, and their

power is distributed almost evenly at the end.
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Figure 7. Comparison of all scenarios for different SNRs.

VI. CONCLUSION

In this paper, the FH satellite jamming attack is modeled
as a zero-sum game. Specifically, the spread-spectrum attack
is introduced, and the existence of NE is shown. Furthermore,
analytical results on the perfect information game, Defender-
biased game, and Attacker-biased game are provided. Both
theoretical analysis and intuitions agree with the simulated
performance results of each scenario under different channel
conditions.
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APPENDIX A
PROOF OF PROPOSITION 1

Proof. It will be shown that the Hessian ∇2
xf(x,y) is a

semi-definite positive matrix (equivalently, its eigenvalues are
greater than or equal to 0) for any given x; thus f(x,y) is
convex in y. Similarly, we will show that ∇2

yf(x,y) is a semi-
definite negative matrix (equivalently, its eigenvalues are less
than or equal to zero) for any given y; thus f(x,y) is concave
in x. The proof of Proposition 1 immediately follows using
Theorem 1.

First note that

∇2
xf(x,y) =


∂2f(x,y)

∂2y1

∂2f(x,y)
∂y1∂y2

. . . ∂2f(x,y)
∂y1∂yN

∂2f(x,y)
∂y2∂y1

∂2f(x,y)
∂2y2

, . . . ∂2f(x,y)
∂y2∂yN

. . . . . . . . .
∂2f(x,y)
∂yn∂y1

∂2f(x,y)
∂yn∂yN−1

, . . . ∂2f(x,y)
∂2yN

.


With f(x,y) = 1

2

∑N
i=1 B log

(
1 + xi

ni+yi

)
,
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∂f

∂yi
= − Bxi

2(ni + yi + xi)(ni + yi)

∂2f

∂yi∂yj
=

{
Bxi(2ni+2yi+xi)

2((ni+yi+xi)(ni+yi))2
i = j

0 i ̸= j.

Since B and xi are greater than or equal to zero, ∇2
xf(x,y)

is a diagonal matrix whose eigenvalues (diagonal entries) are
greater than or equal to zero, or equivalently, ∇2

xf(x,y) is a
semi-definite positive matrix.

Similarly, for a fixed y, it can be shown that

∂f

∂xi
=

B

2(ni + yi + xi)

∂2f

∂xi∂xj
=

{
− B

2(ni+yi+xi)2
i = j.

0 i ̸= j.

Thus, ∇2
yf(x,y) is a diagonal matrix whose eigenvalues

(diagonal entries) are less than or equal to zero. Equivalently,
∇2

yf(x,y) is a semi-definite negative matrix.

APPENDIX B
PROOF OF PROPOSITION 4

Proof. From Eq. (20), f(λ) can be expressed as

f(λ) =
N∑
i=1

(
−λxi +

√
λ2x2

i + 4xiλ

2λ
− ni

)
Denote

f(λ)i =
−λxi +

√
λ2x2

i + 4xiλ

2λ
− ni

=
−xi +

√
x2
i + 4xi/λ

2
− ni.

Then,

∂f(λ)i
∂λ

=
∂

∂λ

(
−xi +

√
x2
i + 4xi/λ

2
− ni

)

=
∂

∂λ

(
−xi +

√
x2
i + 4xi/λ

2

)

=
∂

∂λ

(√
x2
i + 4xi/λ

2

)
.

It is obvious that
√
x2
i + 4xi/λ is monotonically decreasing

in λ, that is

∂f(λ)i
∂λ

=
∂

∂λ

(√
x2
i + 4xi/λ

2

)
≤ 0.

Thus,

∂f(λ)

∂λ
=

N∑
i=1

∂f(λ)i
∂λ

≤ 0
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