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Abstract—This paper presents a blind adaptive carrier-phase
offset recovery algorithm based on an output energy maximiza-
tion approach for eight-level vestigial sideband (8-VSB) signals.
Unlike conventional quadrature amplitude modulation signals,
the 8-VSB signals in practice have an asymmetric energy balance
between the in-phase and quadrature components, which can be
used for recovering phase offset, but this has been neglected. We
investigate this energy imbalance of the VSB signals and propose
a blind adaptive phase offset recovery scheme by maximizing
the energy of the in-phase component. Due to the maximum
energy property, the proposed algorithm results in superior mean
square error performance without undesirable local minima in
comparison with the existing phase offset recovery algorithm
based on dispersion minimization. We verify the performance
of the proposed algorithm with a mathematical analysis and
simulation.

Index Terms—Phase offset, vestigial sideband, 8-VSB, adaptive
phase offset recovery algorithm.

I. INTRODUCTION

ON-DATA-AIDED, or blind, adaptive algorithms play

an important role in the synchronization stage of digital
receivers, as synchronization should be done before acquiring
training sequences. The carrier phase offset often degrades
the system performance of digital receivers, especially for
the eight-level vestigial sideband (8-VSB) signals used for
Advanced Television System Committee (ATSC) digital tele-
vision systems in the United States [1]. For 8-VSB signals,
the phase offset introduces undesirable leakage of the quadra-
ture component into the in-phase eight-level pulse amplitude
modulation (8-PAM) signals. This leakage is modelled as inter-
symbol interference (ISI) distortion because the quadrature
signal is generated from the in-phase signal via a vestigial
sideband (VSB) filter. In this case, the equalizer performance
is often degraded in order to mitigate the effect of the VSB
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filter on the residual quadrature components [2]. Therefore,
several blind phase offset recovery algorithms have been
studied [3]-[12].

One of the well-studied high-order-statistics blind phase oft-
set recovery schemes is the dispersion minimization (DM)
algorithm, which minimizes dispersion of the in-phase compo-
nent signals [8]. The phase of the DM algorithm is optimized
for a one-tap equalizer and tends to produce a channel that is
optimized for short equalizers. However, the DM algorithm has
undesirable local minima for 8-VSB signals. When the DM
algorithm converges on undesirable local minima, the equal-
izer suffers from significant mean square error (MSE) degra-
dation. Hence, several DM based carrier phase offset recovery
algorithms have been proposed to improve the DM algorithm.
The decision-directed (DD) approach of the DM algorithm
for 8-VSB signals [9] has been proposed to overcome the
disadvantages of the high-order-statistics behavior of the DM
algorithm. The second-order-based DD approach reduces the
computational complexity, but produces undesirable local min-
ima and requires an additional adaptive mechanism to ensure
reliable global convergence, which may result in slow conver-
gence. The modified multi-modulus algorithm (MMMA) [12]
for 8-VSB signals, a generalized version of [4] and the
multi-modulus algorithm (MMA) [5], [6], has been pro-
posed to ensure global convergence without undesirable
local minima.

However, none of these methods based on dispersion mini-
mization consider the overall mean-squared-error (MSE) opti-
mality of the receiver when a sufficiently long equalizer is used
in the presence of ISI. The DM approach produces the optimal
phase for a single-tap equalizer [8], which is not optimal for
relatively long equalizers in practice.

In this paper, we propose a low-complexity adaptive blind
phase offset recovery algorithm based on second-order statis-
tics, which are free from undesirable local minima and
optimized for long equalizers. The strategy is to adjust the
phase such that the energy of the in-phase signal is maxi-
mized. This approach is similar to the existing output energy
maximization (OEM) algorithm, which has been used suc-
cessfully for timing synchronization [13], but is considered
inapplicable for phase offset recovery due to the energy sym-
metry between the in-phase and quadrature components of
most digital signals. For digital VSB signals, however, espe-
cially ATSC 8-VSB signals generated by a raised-cosine VSB
filter [14], the energy of the quadrature component is smaller
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Fig. 1. Discrete-time baseband equivalent 8-VSB system in the presence of phase offset recovery.

than that of the in-phase component due to the loss from the
VSB filter. Utilizing this asymmetry, the proposed algorithm
successfully recovers the phase offset of 8-VSB signals at low
computational cost. Furthermore, the maximized output energy
provided by the proposed OEM phase offset recovery algo-
rithm contributes to improving the signal-to-noise ratio (SNR)
when the receiver is equipped with a sufficiently long equalizer
and consequently helps to achieve near-optimal MSE perfor-
mance. Briefly, the proposed OEM algorithm is a better fit for
a system with a sufficiently long equalizer than the existing
algorithms are.

This paper is structured as follows. The energy asymme-
try of the in-phase and quadrature components of the §8-VSB
signal is investigated in Section II. Section III proposes an
adaptive blind phase offset recovery algorithm based on the
energy asymmetry, with a cost function analysis. Section IV
presents the analysis on tracking ability of the proposed algo-
rithm. The numerical results confirming the performance of the
proposed algorithm are shown in Section V, and the conclusion
is presented in Section VI.

II. ATSC 8-VSB SIGNAL AND SYSTEM MODEL

In this section, we introduce the system model of the phase
offset recovery algorithm for ATSC 8-VSB signals. Fig. 1
illustrates an overall block diagram of the baseband equiva-
lent VSB system in a discrete time domain. The 8-VSB signal,
denoted by {vx}, is generated from an independent and iden-
tically distributed (i.i.d.) 8-PAM signal at the time k, denoted
by {sx}, via a VSB filter. The VSB filter used in the ATSC
standard is a root-raised cosine filter with the roll-off factor
B = 0.1152. After matched filter processing at the receiver,
the resulting VSB filter becomes a raised-cosine filter, as illus-
trated in Fig. 2. The time domain impulse response of the
raised-cosine VSB filter is given as

Is
sin(7tfyt/2) COS(”ﬂ 7f)
afit/2 1 — B2’
where f; is the symbol rate of the 8-PAM signal (f; =
10.76MHz in ATSC). Assuming perfect receiver synchroniza-

tion, the received baseband 8-VSB signal in the absence of
multipath channel is then given as

s
hysh () = /72!

)]

o]

r) =Y sihyp(t — kTy), 2)

k=—00

where T denotes the symbol period T = 1/f;. In the presence
of a multipath channel and white circular complex Gaussian

Hvsb(w)
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Fig. 2. Frequency response of raised-cosine VSB filter.

noise, denoted by w(r), the baseband received signal can be
written as a convolution with a baseband channel model ¢(¢) =

Nq—1
Zi:() pla(t - ‘Cl')a
oo

r) =Y sky pihp(t—kIs— ) +w(®),  (3)

k=—o00 i

where N, denotes the multipath channel length, p; and 7;
denote the complex multipath attenuation and delay, respec-
tively.

Sampling the r(f) with respect to the sampling period T
yields baseband received signals in a discrete time domain. Let
r; denote the infinite length vector consisting of the sampled
r(t), i.e., vy = r(kTs). Then, ry can be represented by the
following discrete time system model:

Iy = ¢ hyg xS + wy, 4)

where h,,, denotes the discrete time domain VSB filter
given by

hvsb[k] = hvsb(kTs) = S[k] +]h[k]7

ZCOS(%ﬂk)
——=——~— for odd k
where h[k] =y k(1 — g24?) ; ®)
0 for even k
¢ = Jco, - ,cNC_l]T is the discrete time domain chan-
nel model induced from the analog channel c(f), s =
[-, Sk—1, Sk Sk1, - ° ]T is the transmitted 8-PAM sequence,

wy denotes the sampled noise at time k, and % denotes
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H(w)

Fig. 3. Frequency response of h[n].

the convolution operation. Note that h[k] has the following
frequency response.

sgn(w), br<lol = (1-4)x
H(w) = cos(% — %) lw| < gn
cos{% — (sgn(w)% — %)} |w| > (1 — g)n

(6)

as illustrated in Fig. 3.

The real component of the matched filter output is processed
by an equalizer. Before taking the real component, a phase
offset correction is applied

yi = Re(ery), (7)

The optimal phase ¢ is the one under which the minimum
mean square error (MMSE) equalizer of a given length pro-
duces the minimum MSE. However, finding a closed-form
expression of such an optimal ¢ is extremely difficult. Hence,
several suboptimal methods for phase offset recovery have
been studied [4]-[12]. Of these, the DM algorithm [8] is
one of the well-studied blind phase offset recovery schemes,
minimizing the following cost function:

. 2 2
$pm = argm;nE[{Re(e/‘pr) - y} ] ®)

where y is a statistical constant called dispersion constant.

The variants of DM algorithms have similar cost functions.
The DD phase offset recovery [9] replaces the dispersion
constant with 8-PAM decisions D(Re(e/*r)):

¢pp = arg ngn E[{Re(ej‘”r) — D(Re(ej‘pr))}z], 9)

The MMA algorithm applied for a blind phase offset
recovery scheme minimizes the following cost function [12]:

' 2
YMMA = arg minE[{Re(emr)z _ VR} }
®

+ E|:{Im(ej‘pl‘)2 - yz]z] (10)

where yg and y; are the dispersion constants for the real and
imaginary components, respectively. Because MMA inherits

the undesirable local minima of DM, the MMMA [12] has
been proposed, which has the following cost function:

PMMMA = argrrgnN . E|:{Re(e~/¢r)2 — VR}21|
+ M- E|:[Im(ej‘/’r)2 — V1}2], (11)

where M and N are both real. By choosing appropriate val-
ues for M and N, the undesirable local minima of MMMA
for 8-VSB can be eliminated. All of the above-mentioned
algorithms, i.e., the DM, DD, MMA and MMMA algorithms,
basically minimize dispersion, which can be interpreted as
optimizing the phase for a single-tap equalizer and may fail
to produce optimal performance for a system equipped with
a sufficiently long equalizer. Furthermore, depending on the
channel, the DM, DD, and MMA algorithms may converge on
undesirable local minima, which significantly degrades MSE
performance. To overcome these drawbacks of the DM, DD,
MMA, and MMMA algorithms for 8-VSB, we propose a
blind adaptive algorithm approach for 8-VSB that optimizes
the phase for an infinite length equalizer in the following
sections.

ITII. OUTPUT ENERGY MAXIMIZATION APPROACH

The goal of the proposed output energy maximiza-
tion (OEM) phase offset recovery algorithm is to find a phase
maximizing the energy of the output yg, i.e., maximizing the
cost function J(¢p) = E[yz],

QOEM ‘= arg max E[Re(ej‘prk)z]. (12)
¢

The rationale behind this approach is that a sufficiently long
equalizer would be able to gather the energy spread over multi-
taps and yield maximum SNR. An adaptive solution to finding
the phase of the OEM algorithm is as follows, according to

the general stochastic gradient update rule [15]:
Qi1 = @ — pRe(e/%rg) Im (e ry), (13)
where p is the step size. The phase of the OEM algorithm can
be obtained in a closed-form expression by analyzing the cost

function J(¢). For convenience, let us introduce the following
notations:

¢, = Re(e), (14)
¢; = Im(c), (15)
¢, = hxc,, (16)
¢, '=hxg;. 17)
Then, the equalizer input is written as
Vi = Re(ej‘prk) = Re(ej‘p -exhygp xS+ ej‘”Wk)
= Re((cos ¢ + jsin @) (¢, + jc;)  (8[k] 4 jh) x s
+ (cos ¢ + jsing)(Re(wy) + jIm(wg)))
= [cosp(c, — ¢;)) —sing(c; + €,)] xS
+ cos pRe(wy) — sin oIm(wy). (18)
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Assuming that the signal power is 052 = E[s,%], and the noise
power is 0.2 = E[w?], the cost function of the OEM algorithm
J(¢p) is given by
J(p) = E[y,%] = E[Re(ej‘prk)z]

= E[((cos p(e, = &) = sing(c; + &) *s

+ cos pRe(wy) — sin (plm(wk))2]
- E[s%] cos? plle, — ill? + E[si] sin ¢||&, + 2
1
— 2E[s,%] sinpcos¢ < ¢, — €, € + ¢; > +§E[w,%]

=112 = 2
¢ —¢lF —lle, +¢
_ p2ller =&l 2|| el e
— o< — €, & 4 ¢ > sin(2p)
=112 = 2
¢ —¢llT+ e, +¢ 1
+ o2 ller — eill” + ller + ¢l 12
2 2

—1 2<¢,—¢;,C4Ci>
Acos (Zga +tan™ =

2 lles—eil 2+l +el® 1 2 .
. + o, —=——"—+ 30, if B>0
- —1 2<¢,—¢,Crtci>
A cos<2g0 — T 4 tan %)
2 lles—&il 2 +le+el® 1 2 .
+ o, —=——"—+ 30, if B<0
(19)

where

BZ
A=02|—+ <¢, —¢.,Cr + ¢ >2
s 4 r 1y &1 1 )
-2 = 2
B =le; — ¢l — ey +¢ill”s

and < X,Y > denotes the dot product of two vectors, i.e.,
< X,Y >= X"Y. Hence,
arg max J(¢)

®
Tl Z=GGltez 4 gy if B>0
if B<O

1
-3 tan

1

(20)
5 tan

T —1 2<¢,—Cj,Ct¢i>
7~ - 5 + ni,
where n=0,1,2,3,---.

In the absence of a multipath channel, ¢;,¢; = 0 and ¢, =

8[k], ¢ = h[k], the cost function is given as

1 — ||Ih)? 1+ [|h|? 1
Iy =+ 02 cosag) + 62 4 202
1
= ggg cos(2p) + <1 — §>US2 + Eai. 2n

Note that |h||? = 1 — g can be obtained with Parseval’s

theorem,

1 s
Ih? = — [ |H()*dw = (1 - B)

27 J_»
2 T

+—/ cos? ©_z dw:l—ﬁ.
7 Jo B2 2

Figure 4 illustrates the cost function of the OEM algo-
rithm in comparison with the DM, DD, MMA, and MMMA

schemes. The proposed OEM phase offset recovery algorithm
does not show any undesirable local maxima at 7 /2, 37 /2,

[STh=N

(22)
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Fig. 4. Cost functions in the absence of multipath channel for 8-VSB using
DM, DD, MMA, MMMA with (M, N) = (1, -0.444) and OEM (SNR = 20dB).

Phase trajectories of OEM with 1 =2 x 10" from different iniial phases in AWGN channel
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Fig. 5. Phase trajectories of the OEM algorithm with © = 2 x 103 from

different initial phases in AWGN channel ((a) SNR = 10dB, (b) SNR = 20dB).

just like MMMA with (M, N) = (1, -0.444), and does have
maxima at 0 and 7. Note that the OEM algorithm maximizes
its cost function, while others minimize their cost functions,
and the MMMA always requires a rotation by /2 (or 37/2)
to correct the phase offset from its design principle. Figure 5
demonstrates the global convergence of the stochastic algo-
rithm of the proposed OEM algorithm to the desired maxima
for the additive white Gaussian noise (AWGN) channel in a
severe noise environment for 10dB and 20dB SNR. In the
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Tracking Parameter Error for p = 3 x 103 w.r.t. carrier frequency offset
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Fig. 6. Tracking Parameter Error for p =3 x 1073 w.rt. carrier frequency
offset (SNR = 20dB).

presence of the ISI channel, the minima of these algorithms
become different. The simulation results in Section V show
that the proposed OEM algorithm generally results in a better
MSE performance for a receiver equipped with a sufficiently
long equalizer, compared with existing schemes.

IV. TRACKING ABILITY

The tracking performance is important to carrier phase off-
set recovery schemes. To investigate the tracking ability of the
OEM algorithm, we assumed that the phase offset varies lin-
early over time at a constant rate 2. The phase offset at the
k-th update is given by ® + k2 where & denotes the initial
phase offset. From the update Eq. (13), the phase of the OEM
algorithm can be obtained as follows:

Dkl = O — MRe(ejf/’ke *j(¢+k§2)rk)lm<eﬁ/’ke *j(d>+k§2)rk)'

(23)
Define the parameter error 6 as
O = or — (P + k). (24)
By substituting 6 into the Eq. (23), we obtain
Oct1 = O + 2 — uRe(e/%ry)Im(e/%ry). (25)

Taking the ensemble average of the above system results in
the following:

2

El01] = E[0] + @ — M%(l — )l sin26,]. (26)

Assume that the parameter error reaches a steady state at
the end, i.e., limg_ o E[Ok+1] = limg_  E[6k], and that Q
is sufficiently small to validate the first-order approximation
sin 260y ~ 26y in Eq. (26). Then

2Q

uolp’

O = lim E[6;] =~ 27
k— 00

Maximum frequency offset for theoretical parameter error w.r.t. step size n
1000 T T T T T T

T
—©—O0EM
—&— DM
—o— MMMA

900

Carrier frequency offset fD

I
1 2 3 4 5 6 7 8 9 10

step size 1 x107

Fig. 7. Maximum frequency offset for theoretical parameter error w.r.t. step
size u (SNR = 20dB).

For the ATSC 8-VSB signal, where osz =1 with 8 =0.1152
and the symbol rate Ry = 1.1 x 10, the phase tracking esti-
mation error can be written in terms of the residual frequency
offset fp, which can arise from a phase-locked loop error or
a time-varying channel, (e.g., via the Doppler effect).

Ono A .
%

where C = 2/(R;) ~ 1.6 x 107°.

Figure 6 plots the tracking ability of the OEM algorithm for
step size ;= 3 x 1073 for several residual carrier frequency
offsets. The parameter error starts diverging from the value
predicted theoretically in Eq. (28) around fp = 94 Hz. This
jump in the tracking error 6 comes from the breakdown of the
small € assumption in Eq. (27). Figure 7 shows the numeri-
cally obtained maximum residual carrier frequency offsets that
OEM can track within the parameter error predicted in Eq. (28)
as a function of the step size p. The maximum tractable resid-
ual carrier frequency increases with the step size. Note that the
OEM algorithm has relatively small maximum residual carrier
frequency offsets in comparison with the existing DM and
MMMA, due to the small difference between the maximum
and minimum of the cost function of the OEM algorithm.

(28)

V. SIMULATION RESULTS

In this section, we show the performance of the proposed
phase offsetrecovery algorithm via simulation, including that
in the presence of a multi-path channel. Let us consider the
simple artificial four-tap multipath channel C; defined by

.3 .3
Cy = 8(t) + 0.7/ 37 §(t — 6T,) + 0.6¢/27 8(t — 25T)
.1
+ 0.5¢/37§(t — 46T).

For multipath channel Cj, the phase of the OEM algorithm
obtained analytically and numerically is popy = %7{ + nw
m =---,-1,0,1,---). The phases of DM, DD, MMA,
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TABLE 1
MULTIPATH PROFILE
Channel Parameter H Path 1 ‘ Path 2 ‘ Path 3 ‘ Path 4 ‘ Path 5 ‘ Path 6 ‘
Atten. (dB) #4 11 0 11 1 10 9
ATSC R2.1 Delay (us) 0 1.8 1.95 3.6 7.5 36.8
Phase Offset (deg) 125° 0° 80° 45° 0° 90°
Atten. (dB) #2 8 0 3 4 3 12
Atten. (dB) # 3 0 1 1 3 9
ATSC R2.2 en. (dB) #3
Delay (us) 0 1.8 1.95 3.6 7.5 41.6
Phase Offset (deg) 125° 0° 80° 45° 0° 90°
Normalized Cost Function for 8-VSB over multipath channel C1 Phase trajectories of phase offset recovery algorithms over C,
nr ——DM
1 DD
- - ~-MMA
= = MMMA
OEM
0.8 34 =
Maximum of OEM
§ 06 El
z E
E >
=
Z 04
o]
02
Minimum of DD
[N or Minimum of DM 7
_ N MMA L L L L L
0 = MMMA 0 1 2 3 4 5 6
OEM k-th Symbol x
Minima of DM 10
0 2 n 3n2 O MinimaofDD 21
Phase ¢ <'*>' m:::::::xmA Fig. 9. Phase trajectories of DM, DD, MMA, MMMA, and OEM for Cj.
@ Maxima of OEM (SNR = 20dB).
Fig. 8. Normalized cost functions for Ci: DM, DD, MMA, MMMA,
and OEM.

and MMMA are all obtained from numerical computation
using a stochastic gradient descent algorithm. The phase of
the DM algorithm is ¢py = %n + nm, and the phases of
the DD and MMMA (1,-0.444) algorithms are closely located
to the phase of the DM algorithm, ppp = &n + nw and
OMMMA = %Tr + nm, respectively. The phase of the MMA
algorithm is @ypa = %r{ + nmr. Figure 8 plots the normal-
ized cost functions of the five algorithms to compare their
maxima and minima. Figure 9 plots the phase trajectories of
the stochastic gradient descent algorithms converging on each
phase solution along the cost functions (note that MMMA
requires /2 (or 37/2) shift to implement a stochastic descent
gradient). The step sizes p used for the adaptive algorithms
are fwopy = 1 x 1073, upy =7 x 107, upp = 7 x 1074,
Umma = 3 X 1079, Ummma = 4 X 1073, respectively.

These different phase values result in different real-valued
channels after carrier phase offset recovery of complex channel
Cj and real projection. Depending on the channel, the MMSE
equalizer of the channel would result in different MMSE per-
formance, ie., some channels would be easier to equalize

than others. For each channel recovered using each phase
solution for Cy, the MSE of the MMSE equalizer of a given
length all differ, as compared in Fig. 10. The DM, DD, and
MMMA algorithms give a similar MSE, because their phases
are located close to each other. The OEM algorithm starts
to outperform the existing schemes as the equalizer length
increases, and the performance of the MMA is between that
of the OEM and the other algorithms. @psg denotes the opti-
mal phase that can produce the minimum MSE performance
for a given length of MMSE equalizer. gy s the best phase
one can achieve, and it can be obtained only from an exhaus-
tive numerical search for a given length of equalizer. Figure 10
shows that the performance of the OEM algorithm approaches
the MSE of gyuse as the equalizer length increases.

We now consider realistic channel models, ATSC R2.1 and
R2.2 multipath channels, which are gathered from the field
and widely used in ATSC 8-VSB receiver tests [16]. The
ATSC R2.1 and R2.2 multipath channel profiles are described
in Table I. For these channels, we have found the phases of
the OEM, DM, DD, MMA, and MMMA algorithms via cor-
responding adaptive stochastic descent algorithms under 20dB
SNR, as summarized in Table II.
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MSE Comparison of phase offset recovery algorithms for MMSE equalizers over C1

R + DM
-B8-DD
- - - MMA
—x= MMMA with (M, N) = (1, -0.444)

h —— OEM

— — ~ Optimal phase correction for MMSE

w
[}
=
Il Il Il Il Il Il Il Il Il
100 110 120 130 140 150 160 170 180 190 200
Length of MMSE equalizer
Fig. 10. MSE comparison of phase offset recovery algorithms for MMSE

equalizers over C; (SNR = 20dB).

TABLE 11
PHASE OF VARIOUS PHASE OFFSET RECOVERY ALGORITHMS OVER
ATSC MULTIPATH CHANNELS (20dB SNR)

Multipath Channel H PDM ‘ ‘ PMMA ‘ PMMMA ‘ POEM ‘

©DD
2 12 3 2 152
ATSC R2.1 #4 g0 | 180" 180" 180" 180"
9 17 2 16 148
ATSC R2.2 #2 180" | 180" 180" 180" 180
34 46 169 41 142
ATSC R2.2 #3 1507 | 1807 1807 1507 186

MSE Comparison of phase offset recovery algorithms over ATSC R2.1 #4
T T T T

N “+ DM
DD
N - B -MMA
AN =*="MMMA with (M, N) = (1, -0.444)
13 —e—OEM
) — — — Optimal phase correction for MMSE|

MSE
7,

=r) N

Il Il Il Il Il
600 700 800 900 1000 1100 1200
Length of MMSE equalizer

Fig. 11. MSE comparison of phase offset recovery algorithms over ATSC
R2.1 #4 multipath channel (SNR = 20dB).

Figure 11-13 show the MSE performance of the DM, DD,
MMA, MMMA, and OEM algorithm with respect to the length
of MMSE equalizer for each channel. The optimal @ysg 1S
found by exhaustive search for each MMSE equalizer length.
The simulation results show that the proposed OEM algorithm
outperforms existing schemes and approaches near-optimal
MSE performance for more than 500 taps. Since equalizers
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Fig. 13.  MSE comparison of phase offset recovery algorithms over ATSC

R2.2 #3 multipath channel (SNR = 20dB).

with 500 taps are within the practical range of receiver design,
the proposed OEM algorithm is expected to produce near-
optimal MSE performance for ATSC multipath channels in
practical applications.

VI. CONCLUSION

We proposed a blind adaptive carrier-phase offset recovery
algorithm based on an output energy maximization approach
for 8-VSB signals. We analyzed the cost function of the OEM
algorithm, including the closed-form expression of the phase
of the OEM algorithm, and showed unimodality of the pro-
posed algorithm. The phase of OEM algorithm is optimized
for a system equipped with a sufficiently long equalizer. The
tracking ability of the OEM algorithm is analyzed by study-
ing steady-state parameter error. Simulation results verified
the advantage of the OEM algorithm in comparison with the
existing algorithms.
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