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Optimal Camera Network Configurations
for Visual Tagging
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Abstract—Proper placement of cameras in a distributed smart
camera network is an important design problem. Not only does it
determine the coverage of the surveillance, but it also has a direct
impact on the appearance of objects in the cameras which dictates
the performance of all subsequent computer vision tasks. In this
paper, we propose a generic camera placement model based on
the visibility of objects at different cameras. Our motivation stems
from the need of identifying and locating objects with distinctive
visual features or “tags.” This is a very common goal in computer
vision with applications ranging from identifying soccer players by
their jersey numbers to locating and recognizing faces of individ-
uals. Our proposed framework places no restriction on the visual
classification tasks. It incorporates realistic camera models, self oc-
clusion of tags, and occlusion by other moving objects. It is also flex-
ible enough to handle arbitrary-shaped three-dimensional environ-
ments. Using this framework, two novel binary integer program-
ming (BIP) algorithms are proposed to find the optimal camera
placement for “visual tagging” and a greedy implementation is
developed to cope with the complexity of BIP. Extensive perfor-
mance analysis is performed using Monte Carlo simulations, vir-
tual environment simulations, and real-world experiments. We also
demonstrate the usefulness of visual tagging through robust indi-
vidual identification and obfuscation across multiple camera views
for privacy protection.

Index Terms—Binary integer programming, camera placement,
multiple view geometry, privacy protection, smart camera net-
work, visual tags.

I. INTRODUCTION

O NE of the most important tasks in a distributed camera
network is to identify and track common objects across

disparate camera views. It is a difficult problem because image
features like corners or scale-invariant feature transform (SIFT)
may vary significantly between different camera views due to
disparity, occlusions, and variation in illumination. One possible
solution is to utilize semantically rich visual features based ei-
ther on intrinsic characteristics such as faces or gaits, or artificial
marks like jersey numbers or special-colored tags. We call the
problem of identifying distinctive visual features on an object
the “visual tagging” problem.
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Fig. 1. Tag is visible only in two camera views Cam1 and Cam2 but not in
Cam3, but its location in Cam3 can be uniquely determined by the intersection of
the two epipolar lines. (a) Cam1 original. (b) Cam2 original. (c) Cam3 epipolar
lines.

Even though visual tagging requires sophisticated classifiers
for tracking and possible cooperation from surveillance sub-
jects, it has a wide range of important applications. For ex-
ample, using distinctive biometric features, visual tagging al-
lows tracking of terrorist suspects across a large area like an air-
port that already has a network of video cameras in place. Au-
tomatic tracking of jersey numbers of players in a football field
can be used to assist coaches in the study of different tactics
and strategies. A recent application of visual tagging is to use
special tags to identify individuals whose privacy needed to be
protected in a video surveillance network [1]. Once a person is
identified to possess a certain tag, his/her images in all cameras
will be obfuscated to protect the identity. The ideal tag should be
small, light, and easy to carry. This application of visual tagging
on privacy protection is particularly challenging as the goal is to
obfuscate the images of an individual in all the cameras, regard-
less of whether the small tag is visible to a particular camera.
Provided that a tag is visible in two or more camera views, its
3-D location can be determined by a third camera by projecting
the corresponding epipolar lines to the new view as shown in
Fig. 1. To ensure proper localization of all the tags in the envi-
ronment, a careful placement of cameras and a distributed pro-
tocol to exchange geometry information among cameras are in-
dispensable. These are the topics addressed in this paper.

In this paper, we analyze the problem of visual tagging and
propose the optimal design methodology of a smart camera net-
work for visual tagging. The main contributions of the paper are
as follows.

1) We present a novel stochastic visibility model to measure
the performance of any camera configuration in triangu-
lating visual tags, each of which is modeled as an oriented
object in an arbitrary shaped 3-D environment. Our visi-
bility model is based on the observed size of the object at
different camera views, which is the key to the success of
any appearance-based object identification scheme. Self-
occlusion, occlusion by both environment and dynamic ob-
jects can be modeled using our framework.
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2) Using binary integer programming, we develop two dif-
ferent algorithms for designing the optimal camera net-
work configuration for visual tagging. The first formulation
determines the number, the position, and the orientation of
the cameras to achieve a target level of performance. The
second formulation, under the constraint of a fixed number
of cameras, computes the position and the orientation of
the cameras to achieve the optimal level of performance.
In order to cope with the high computational complexity,
we also present a greedy strategy to approximate the solu-
tion.

3) With the optimal camera network configuration in place,
we develop a distributed computation framework to locate
human subjects wearing a small colored tag in a surveil-
lance environment, and to protect the privacy of these sub-
jects by visually erasing their presence in all camera views
regardless of the visibility of the tags in specific cameras.

The rest of this paper is organized as follows. In Section II, we
briefly review the state-of-the-art in camera placement problem
and privacy protection schemes. In Section III, we present a
generic model for measuring the performance of a particular
camera placement. Section IV specializes the generic model to
define a metric for the “visual tagging” problem based on the
probability of observing a tag from multiple cameras. Using
this metric, we formulate in Section V the search of the op-
timal camera placements as binary integer programming prob-
lems. With the optimal camera configuration in place, we de-
scribe how we use visual tagging to enhance privacy protection
in Section VI. Experimental results using both simulations and
real videos are presented in Section VII. We conclude this paper
by discussing future work in Section VIII.

II. RELATED WORK

The problem of finding the optimal camera placement has
been studied for a long time. The earliest investigation can be
traced back to the “art gallery problem” in computational geom-
etry. This problem is the theoretical study on how to place cam-
eras in an arbitrary-shaped polygon so as to cover the entire area
[2]–[4]. Although Chvátal has shown in [5] that the upper bound
of the number of cameras is , determining the minimum
number of cameras turns out to be an NP complete problem
[6]. While the theoretical difficulties of the camera placement
problem are well understood, few solutions can be directly ap-
plied to realistic computer vision problems. Camera placement
has also been studied in the field of photogrammetry for building
the most accurate 3-D model. Various metrics such as visual hull
[7] and viewpoint entropy [8] have been developed and opti-
mization are realized by various types of ad-hoc searching and
heuristics [9]. These techniques assume very dense placement
of cameras and are not applicable to wide-area wide-baseline
camera networks.

Recently, Ramakrishnan et al. propose a framework to study
the performance of sensor coverage in wide-area sensor net-
works [10]. Unlike previous techniques, their approach takes
into account the orientation of the object. They develop a metric
to compute the probability of observing an object of random ori-
entation from one sensor, and use that to recursively compute
the performance for multiple sensors. While their approach can
be used to study the performance of a fixed number of cameras,

it is not obvious on how to extend their scheme to find the op-
timal number of cameras as well as how to incorporate other
constraints such as the visibility from more than one camera.

More sophisticated modeling pertinent to visual sensor net-
works are recently proposed in [11]–[13]. The sophistication in
their visibility models comes at a high computational cost for
the optimization. For example, the simulated annealing scheme
used in [12] takes several hours to find the optimal placements
of four cameras in a room. Other optimization schemes such as
hill-climbing [11], semi-definite programming [13], and evolu-
tionary approach [14] all prove to be computationally intensive
and prone to local minima.

Alternatively, the optimization can be tackled in the discrete
domain: Horster and Lienhart develop a flexible camera place-
ment model by discretizing the space into grid and denoting the
possible placement of camera as a binary variable over each grid
point [15]. The optimal camera configuration is formulated as
an integer linear programming problem which can incorporate
different constraints and cost functions pertinent to a particular
application. A similar idea was also proposed in [16]. While our
approach follows a similar optimization strategy, we develop a
probabilistic approach to capture the uncertainty of object ori-
entation and mutual occlusion. In addition, our visibility model
is far more realistic: unlike [15] in which the field of view of a
camera is modeled as a 2-D fixed-size triangle, ours is based on
measuring the image size of the object as observed by a pinhole
camera with arbitrary 3-D location and pose. Our motivation is
based on the fact that the image size of the object is key to the
success of any appearance-based object identification scheme.
While the optimization scheme described in [15] can theoreti-
cally be used for triangulating objects, their results as well as
those from [16] are limited to maximizing sensor coverage. Our
approach, on the other hand, directly tackles the problem of vi-
sual tagging in which each object needs to be visible by two or
more cameras.

The topic of tracking objects in a multiple-camera system is
also heavily studied in recent years [17]–[20]. Most tracking
systems use a visual tracker for each camera and integrate the
results from different cameras through a subsequent registra-
tion procedure. In [17], Foresti et al. survey on the low-level
signal processing techniques suitable for these kinds of mul-
tiple-camera tracking applications. For multiple-camera regis-
tration, the majority of the existing techniques adopt a calibra-
tion procedure to build either an image-ground homography or
a direct mapping between cameras [18], [19]. In [20], the au-
thors combine visual tracking and camera calibration to repo-
sition a set of active cameras in focusing and tracking the ob-
jects of interest. A common theme among all of these work is
their reliance on the robustness of visual tracking, which cer-
tainly depends on the placement of cameras. The impact of dif-
ferent camera placements on visual tracking, however, has not
been carefully studied. Our contribution here is to provide a flex-
ible probabilistic model in studying the performance of different
camera networks and finding the optimal configuration for var-
ious vision tasks, including object tracking and identification.

The application of visual tagging in privacy protected video
surveillance is first proposed by Schiff et al. [1]. They use an
Adaboost classifier to identify hard hats and apply particular
filtering to track them through time. The privacy of an indi-
vidual wearing such a hat is protected by having his/her face



466 IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. 2, NO. 4, AUGUST 2008

covered by a black box. The choice of hard hats is to provide a
significant target for tracking and recognition and to minimize
occlusion. On the other hand, its prominent presence may be
singled out in certain environments. In addition, their scheme
does not incorporate any cues from multiple cameras. While
the scheme proposed by Schiff et al. is the first to address the
identification problem in privacy protected video surveillance,
many others have proposed schemes to obfuscate identity infor-
mation in video. Chen et al. [21] present a system obscuring the
human body while preserving the structure and motion infor-
mation. Newton et al. develop a face modification algorithm to
counter face recognition [22]. Wickramasuri et al. use RFID to
track individuals and visually replace them with a static back-
ground [23]. Our previous work demonstrates an efficient video
in-painting algorithm to erase individuals for privacy protection
[24] and presents a data hiding scheme to preserve privacy infor-
mation in compressed video [25]. All of the above schemes can
benefit from the optimal camera configuration and the commu-
nication protocols of sharing objects location information pro-
posed in this paper.

In [26], we present an adaptive binary integer programming
method for camera placement and preliminary experimental re-
sults of visual tagging. Based on the foundation established in
[26], we have improved our methods in the following aspects:
first, instead of restricting only to two-dimensional convex en-
vironments, our visibility model can now cope with three-di-
mensional environments with arbitrary shapes and obstacles.
Second, our new model has incorporated the effect of occlu-
sion of the tag from other objects in the environment. Third,
our new optimal camera placement formulation supports a much
larger search space so that we can obtain the same level of per-
formance with fewer cameras. Fourth, we significantly reduce
the computational complexity by developing a greedy algorithm
whose performance rivals that of the exhaustive search. Fifth, in
building the privacy protected surveillance network, we improve
the performance in locating color tags using epipolar geometry
across multiple camera views. Finally, additional experimental
results are provided to demonstrate the performance of our al-
gorithms.

III. GENERAL VISIBILITY MODEL

In this section, we outline a general model to compute the
visibility of a single tag centered at in a confined three-di-
mensional environment. We assume that the 3-D environment
has vertical walls with piecewise linear contours. Obstacles are
modeled as columns of finite height and polyhedral cross sec-
tions. Whether the actual tag is the face of a subject or an artifi-
cial object, it is reasonable to model each tag as a small flat sur-
face perpendicular to the ground plane. We further assume that
all the tags are of the same square shape with known edge length

. Without any specific knowledge of the height of individuals,
we assume that the centers of all the tags lie on the same plane

parallel to the ground plane. This assumption does not hold in
the real world as individuals are of different height. Neverthe-
less, as we will demonstrate in Section VII-A, such height vari-
ation does not much affect the overall visibility measurements.
While our model restricts the tags to be on the same plane, we
place no restriction on the 3-D positions, yaw, and pitch angles
of the cameras in the camera network.

Fig. 2. Three-dimensional visibility model of a tag with orientation x ; � is
the plane that contains the tag center P . Mutual occlusion is modeled by a max-
imum block angle � and its location � . K describes the obstacles and wall
boundaries. Cameras of arbitrary yaw and pitch angles can be placed anywhere
in the 3-D environment.

Given the number of cameras and their placement in the envi-
ronment, we define the visibility of a tag using an aggregate
measure of the projected size of a tag on the image planes of dif-
ferent cameras. The projected size of the tag is very important as
the image of the tag has to be large enough to be automatically
identified at each camera view. Due to the camera projection
of the 3-D world to the image plane, the image of the square
tag can be an arbitrary quadrilateral. While it is possible to pre-
cisely calculate the area of this image, it is sufficient to use an
approximation for our visibility calculation. Thus, we measure
the projected length of the line segment at the intersection be-
tween the tag and the horizontal plane . The actual 3-D length
of is , and since the center of the tag always lies on , the
projected length of is representative of the overall projected
size of the tag.

Next we identify the set of random and fixed parameters
that affects . The fact that we have chosen to measure the
projected length of instead of the projected area of the tag
greatly simplifies the parametrization of . Given a camera
network, the visibility function of a tag can be parameterized as

, where are random parameters
about the tag; and are fixed environmental parameters.
These parameters are defined in the sequel and illustrated in
Fig. 2.

defines the 2-D coordinates of the center of the tag on the
plane . is the pose vector of the tag. As we assume the tag
is perpendicular to the ground plane, the pose vector lies on
the plane and has a single degree of freedom—the orientation
angle with respect to a reference direction. Note the depen-
dency of on allows us to model self-occlusion—the tag is
being occluded by the person who is wearing it. The tag will not
be visible to a camera if the pose vector is pointing away from
the camera. While self-occlusion can be succinctly captured by
a single pose vector, the modeling of mutual occlusion involves
the number of neighboring objects, their distances to the tag and
the positions of the cameras. The precise modeling of mutual oc-
clusion can be extremely complicated. In our model, we choose
the worst-case approach by considering a fixed occlusion angle
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measured at the center of the tag on the plane. Mutual occlu-
sion is said to occur if the projection of the line of sight on the

plane falls within the range of the occlusion angle. In other
words, we model the occluder as a cylindrical wall of infinite
height around the tag partially blocking a fixed visibility angle
of at random starting position . is half of the edge length
of the tag which is a known parameter. The shape of the environ-
ment is encapsulated in the fixed parameter set which con-
tains a list of oriented vertical planes that describe the boundary
wall and obstacles of finite height. It is straightforward to use

to compute whether there is a direct line of sight between an
arbitrary point in the environment and a camera. The specific
visibility function suitable for visual tagging will be described
in Section IV.

To correctly identify and track any visual tag, a typical classi-
fication algorithm would require the tag size on the image to be
larger than a certain minimum size, though a larger projected
size usually does not make much difference. For example, a
color tag detector needs a threshold to differentiate the tag from
noises, and a face detector needs a face image large enough to
observe the facial features. On the other hand, the information
gain does not increase as the projected object size increases be-
yond a certain value. Therefore, the threshold version can repre-
sent our problem much better than the absolute image size. As-
suming that this minimum threshold on image size is pixels,
this requirement can be modeled by binarizing the visibility
function as follows:

if
otherwise

(1)

Finally, we define , the mean visibility, to be the metric for
measuring the average visibility of over the entire parameter
space

(2)

where is the prior distribution that can incorpo-
rate prior knowledge about the environment—for example, if an
application is interested in locating faces, the likelihood of the
head positions and poses are affected by furnishings and attrac-
tions such as television sets and paintings. Except for the most
straightforward environment such as a single camera in a convex
environment discussed in [26], (2) does not admit a closed-form
solution. Nevertheless, it can be estimated by using standard
Monte Carlo sampling and its many variants. The details of our
Monte Carlo sampling strategy is discussed in Section VII.

IV. VISIBILITY MODEL FOR VISUAL TAGGING

In this section, we present a visibility model for the visual
tagging problem. This model is a specialization of the general
model in Section III. The goal is to design a visibility func-
tion that can measure the performance of
a camera network in capturing a tag in multiple camera views.
We will first present the geometry for the visibility from one
camera in Section IV-A and then show a simple extension to
create for arbitrary number of cameras in
Section IV-B. Table I provides a quick summary of all the sym-
bols used in our derivation.

TABLE I
SYMBOLS USED TO DEFINE THE GEOMETRICAL RELATIONSHIP

BETWEEN THE TAG AND THE CAMERA

A. Visibility for Single Camera

Given a single camera with the camera center at , it is
straightforward to see that a tag at is visible at if and only
if the following four conditions hold.

1) The tag is not occluded by any obstacle or wall. (environ-
mental occlusion)

2) The tag is within the camera’s field of view. (field of view)
3) The tag is not occluded by the person wearing it. (self-

occlusion)
4) The tag is not occluded by other moving objects. (mutual

occlusion)
Thus, we define the visibility function for one camera to be the
projected length on the image plane of the line segment
across the tag if the above conditions are satisfied, and zero oth-
erwise. In the sequel, we demonstrate how the projected length
is calculated and show how we check each of the four condi-
tions.

Fig. 3 shows the projection of , delimited by and ,
onto the image plane . Based on the assumptions that all the
tag centers has the same elevation and all tag planes are vertical,
we can analytically derive the formulae for as follows:
as is perpendicular to both the unit pose vector of the tag
and the unit normal vector to the plane , we have

. Their projections and lie on the
intersections between the image plane and the light rays
and , respectively. For , any point on must
satisfy , where indicates inner product,
and any point on the line must satisfy

. Thus, for can be calculated as follows:

(3)

The projected length is simply .
After computing the projected length of the tag, we proceed

to check the four visibility conditions as follows.
1) Environmental occlusion: We assume that environmental

occlusion occurs if the line segment connecting camera



468 IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. 2, NO. 4, AUGUST 2008

Fig. 3. Projection of a single tag onto a camera.

center with the tag center intersects with some ob-
stacle. While such an assumption does not take into ac-
count of partial occlusion, it is adequate for most visual
tagging applications where the tag is much smaller than its
distance from the camera. We represent this requirement as
the following binary function:

No obstacles intersect

else.
(4)

Specifically, the obstacles are recorded in as a set of
oriented vertical planes that describe the boundary wall and
obstacles of finite height. Intersection between the line of
sight and each element in is computed. If there is no
intersection within the confined environment or the points
of intersection are higher than the height of the camera, no
occlusion occurs due to the environment.

2) Field of view: Similar to determining environmental oc-
clusion, we declare the tag to be in the field of view if the
image of the tag center is within the finite image plane

. Using a similar derivation as in (3), the image is com-
puted as follows:

(5)

We then convert to local image coordinates to determine
if is indeed within . We encapsulate this condition
using the binary function takes
camera intrinsic parameters, tag location, pose vector as
input, and returns a binary value indicating whether the
center of the tag is within the camera’s field of view.

3) Self-occlusion: As illustrated in Fig. 3, the tag is self-oc-
cluded if the angle between the light of sight to the
camera and the tag pose exceeds . We can
represent this condition as a step function .

4) Mutual occlusion: In Section III, we model the worst-
case occlusion using an angle . As illustrated in Fig. 3,
mutual occlusion occurs when the tag center or half the line
segment is occluded. The angle is suspended at on the

plane. Thus, occlusion occurs if the projection of the light
of the sight on the plane at falls within the range
of . We represent this condition using the binary
function chkOcclusion which returns one
for no occlusion and zero otherwise.

Combining both and the four visibility conditions, we
define the projected length of an oriented tag with respect to
camera as follows:

(6)

where includes all camera parameters including and .
As stated in Section III, a threshold version is usually more con-
venient

if
otherwise.

(7)

B. Visibility for Visual Tagging

To extend the single-camera case in Section IV-A to mul-
tiple cameras, we note that the visibility of the tag from one
camera does not affect the other, and thus, each camera can
be treated independently. The visual tagging problem requires
that the tag must be visible by at least two cameras. Given

cameras , we define the visibility function
for visual tagging to be the second largest

projected tag size among all the cameras

(8)

or the accompanying threshold version

if
otherwise

(9)

where is the visibility of tag with re-
spect to camera as defined in (6) and is the camera that
captures the largest image of the tag or

Using this definition of visibility function, we can then com-
pute the mean visibility as defined in (2) as a measure of the
average likelihood of a random tag being observed by two or
more cameras.
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Even if the environment is densely covered with cameras,
there is no guarantee that a tag at an arbitrary position will be
visible to two cameras—a tag next to and facing the wall is only
visible if there are two cameras right in front of the tag. In the
actual design of camera networks, we would like to avoid such
pathological cases and adopt the design if most of the environ-
ment is perfectly visible. We call the area in the environment a
perfect zone in which a tag of half-length , regardless of its
pose, is visible to two or more cameras. In other words, the per-
fect zone can be defined as

perfect zone

for all

for all (10)

The identification of the perfect zone is important in choosing
the grid points used in the optimal camera placement algorithms
which we will introduce in the next section.

V. OPTIMAL CAMERA PLACEMENT

The goal of an optimal camera placement is to identify,
among all possible camera network configurations, the one that
maximizes the visibility function given by (9). As (9) does not
possess an analytic form, it is very difficult to apply conven-
tional continuous optimization strategies such as variational
techniques or convex programming. As such, we follow a
similar approach as in [15] by finding an approximate solution
over a discretization of two spaces—the space of possible
camera configurations and the space of tag location and ori-
entation. The optimization problem over the discrete spaces is
formulated as a binary integer programming (BIP) problem in
which binary variables are used to indicate whether a camera is
placed at a specific grid point and whether a tag is observable
at a particular location and orientation.

After describing the discretization of our parameter spaces
in Section V-A, we describe three different algorithms in com-
puting the optimal camera configuration. The first algorithm
MIN CAM, introduced in Section V-B, finds the minimum
number of cameras so that all the tag grid points must be ob-
served by at least two cameras. This algorithm is efficient due
to its progressive refinement in grid density, and it is useful for
those applications where the visual tagging requirement in the
environment needs to be strictly enforced. This stringent visi-
bility requirement, on the other hand, may inflate the number of
cameras needed. In many practical situations, limited resource
dictates the number of cameras to be used. In Section V-C, we
introduce FIX CAM which maximizes the performance under
a fixed number of cameras by relaxing some of the visibility
requirements. Various cost functions can be used in FIX CAM
to customize the emphasis on either visibility or the number of
cameras. At the heart of both MIN CAM and FIX CAM is the
application of integer programming, a NP-hard problem [27],
whose exact solution on a large number of grid points can take
an inordinate amount of time to compute. In Section V-D, we
introduce GREEDY, a greedy algorithm that can be used with
either FIX CAM or MIN CAM. While no precise error bound
is provided in this manuscript, experimental results show that

Fig. 4. Discretization to guarantee occlusion less than � = �=4 at any position
will be covered in one of the above three cases: [0; (�=2)); [(�=4); (3�)=(2)),
and [(�=2); �).

the approximate solutions are very close to the exact ones in
small-scale problems.

A. Discretization of Camera and Tag Spaces

The design parameters for a camera network include the
number of cameras, their 3-D locations, as well as their yaw and
pitch angles. The number of cameras is either an output discrete
variable or a constraint in our formulation. The elevation of the
cameras is usually constrained by the environment. As such,
our optimization does not search for the optimal elevation but
rather has the user input it as a fixed value. For simplicity,
we assume that all cameras have the same elevation, but it
is a simple change in our code to allow different elevation
constraints to be used in different parts of the environment. The
remaining 4-D camera space: the 2-D location, yaw, and pitch
angles are discretized into a uniform lattice gridC of camera
grid points, denoted as .

The unknown parameters about the tag in computing the vis-
ibility function (9) include the location of the tag center , the
pose of the tag , and the starting position of the worse-case
occlusion angle . Our assumptions stated in Section III have
the tag center lied on a 2-D plane and the pose restricted to a
1-D angle with respect to a reference direction. As for occlu-
sion, our goal is to perform the worst-case analysis so that as
long as the occlusion angle is less than a given as defined in
Section III, our solution is guaranteed to work no matter where
the occluder is. As such, a straightforward quantization of the
starting position of the occlusion angle will not work—an
occlusion angle of starting anywhere between grid points will
occlude additional view. To simultaneously discretize the space
and maintain the guarantee, we select a larger occlusion angle

and quantize the starting position of the occlusion angle
using a step-size of . The occlusion angles consid-
ered under this discretization will then be

, where . This guaran-
tees that any occlusion angle less than or equal to will be cov-
ered by one of the occlusion angles. Fig. 4 shows an example of

and . Combining these three quan-
tities together, we discretize the 4-D tag space into a uniform
lattice gridP with tag grid points .

Given a camera grid point and a tag grid point , we can
explicitly evaluate the threshold single-camera visibility func-
tion (7) which we now rename as with
representing the grid point for the space of and ; the
size of the tag; is the visibility threshold; is the environ-
mental parameter; and is the camera grid point. The numer-
ical values of will then be used in formu-
lating cost constraints in our optimal camera placement algo-
rithms.
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B. MIN CAM: Minimizing the Number of Cameras for a
Target Visibility

MIN CAM estimates the minimum number of cameras
which can provide a mean visibility equal to or higher
than a given threshold . There are two main characteristics
of MIN CAM: first, is computed not on the discrete tag
space but on the actual continuous space using Monte Carlo
simulation. As such, the measurement is independent of the
discretization. Furthermore, if the discretization of the tag
space is done with enough prior knowledge of the environment,
MIN CAM can achieve the target using very few grid points.
This is important as the complexity of BIP depends greatly on
the number of constraints which is proportional to the number
of grid points. Second, the visual tagging requirements are for-
mulated as constraints rather than the cost function in the BIP
formulation of MIN CAM. Thus, the solution will guarantee
the chosen tag grid points be visible at two or more cameras.
While this is useful to those applications where the visual
tagging requirement in the environment needs to be strictly
enforced, they may inflate the number of cameras needed to
capture some poorly chosen grid points. Before describing the
details of how we handle this problem, we first describe the
BIP formulation in MIN CAM.

We first associate each camera grid point in gridC with a
binary variable such that

if a camera is present at
otherwise.

(11)

The optimization problem can be described as the minimization
of the number of cameras

(12)

subjected to the following two constraints: first, for each tag
point in gridP, we have

(13)

This constraint represents the requirement of visual tagging that
all tags must be visible at two or more cameras. As defined in
(7), measures the visibility of tag with
respect to camera at . In other words, satisfying the con-
straint (13) must be in the perfect zone. Second, for each camera
location , we have

(14)

These are a set of inequalities guaranteeing that only one
camera is placed at any spatial location. The optimization
problem in (12) with constraints (13) and (14) forms a standard
BIP problem.

The solution to the above BIP problem obviously depends on
the selection of grid points in gridP and gridC. While gridC is
usually predefined according to the constraint of the environ-
ment, there is no guarantee that, as alluded to in Section IV-B,
a tag at a random location can be visible by two cameras even
if there is a camera at every camera grid point. Thus, tag grid

points must be placed intelligently—tag grid points away from
obstacles and walls are usually easier to observe. On the other
hand, focusing only on areas away from the obstacles may pro-
duce a subpar result when measured over the entire environ-
ment. To balance the two considerations, we solve the BIP re-
peatedly over a progressively refined gridP over the spatial di-
mensions until the target , measured over the entire continuous
environment, is satisfied. One possible refinement strategy is to
have gridP started from a single grid point at the middle of the
environment, and grew uniformly in density within the interior
of the environment but remains at least one interval away from
the boundary. If the BIP fails to return a solution, the algorithm
will randomly remove half of the newly added tag grid points.
The iteration terminates when the target is achieved or all
the newly added grid points are removed. The above process is
summarized in Algorithm 1.

C. FIX CAM: Maximizing the Visibility for a Given Number
of Cameras

A drawback of MIN CAM is that it may need a large number
of cameras in order to satisfy the visibility of all tag grid points.
If the goal is to maximize the average visibility, a sensible way
to reduce the number of cameras is to allow a small portion of
the tag grid points not being observed by two or more cameras.
As long as the tag grid is dense, such “blind spots” will be rare
as guaranteed by a high average visibility. FIX CAM is the al-
gorithm that does precisely that.

We first define a set of binary variables on the tag grid
indicating whether a tag on the th tag point in

gridP is visible at two or more cameras. In order to maximize
the visibility, the objective function for BIP becomes

(15)

The relationship between the camera placement variables ’s as
defined in (11) and visibility performance variables ’s can be
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described by the following constraints. For each tag grid point
, we have

(16)

(17)

These two constraints effectively define the binary variable :
if , inequality (17) becomes

which means that a feasible solution of ’s must have the tag
visible at two or more cameras. Inequality (16) becomes

which is always satisfied—the largest possible value from the
left-hand size is corresponding to the case when there is a
camera at every grid point and every tag point is observable by
two or more cameras. If , inequality (16) becomes

which implies that the tag is not visible by two or more cameras.
Inequality (17) is always satisfied as it becomes

Two additional constraints are needed to complete the formu-
lation: as the cost function focuses only on visibility, we need
to constrain the number of cameras to be less than a maximum
number of cameras as follows:

(18)

We also keep the constraint in (14) to ensure only one camera is
used at each spatial location.

Unlike MIN CAM, the feasible solution set for FIX CAM is
non-empty—no matter how dense we set the discretization, the
trivial case of no tag being observed will always satisfy the con-
straints. As such, we can simply run FIX CAM on a fixed dense
grid without any refinement of the tag space. FIX CAM is more
computationally intensive than MIN CAM as there are two con-
straints for each tag grid point and usually a denser grid is used.
Since this algorithm is more complex and requires the specifica-
tion of a target number of cameras, a possible strategy is to use
the MIN CAM to estimate the approximate number of cameras
and gradually reduce the number of cameras using FIX CAM
until the mean visibility falls below the target. Alternatively, we

can incorporate the minimization of the number of cameras by
modifying the cost function defined in (15) to the following:

(19)

where is a user-defined parameter for balancing the maxi-
mization of visibility and minimization of the number of cam-
eras. Experimental results using FIX CAM will be shown in
Section V-B.

D. GREEDY: Greedy Algorithm to Speed Up BIP

BIP is a well-studied NP-hard combinatorial problem with
plenty of approximation schemes such as branch-and-bound
already implemented in software libraries such as lp solve
[28]. However, even these algorithms can be quite intensive
if the search space is large. In this section, we introduce
a simple greedy algorithm GREEDY that can be used for
both MIN CAM and FIX CAM. Besides experimentally
showing the effectiveness and the error margin of GREEDY
in Section VII, we believe that the greedy approach is an
appropriate approximation strategy due to the similarity of our
problem to the set cover problem.

In the set cover problem, items can belong to multiple sets and
the optimization goal is to minimize the number of sets to cover
all the items. While finding the optimal solution to set covering
is a NP-hard problem [27], it has been shown that the greedy
approach is essentially the best that one can do to obtain an ap-
proximate solution [29]. We can draw the parallel between our
problem with the set cover problem by considering each of the
tag grid point as an item “belonging” to a camera grid point if
the tag is visible at that camera. The set cover problem then min-
imizes the number of cameras needed, which is almost identical
to MIN CAM except for the fact that visual tagging requires
each tag to be visible by two or more cameras. The FIX CAM
algorithm further allows some of the tag points not to be cov-
ered at all. It is still an open problem on whether these proper-
ties can be incorporated into the framework of set covering; our
experimental results demonstrate that the greedy approach is a
reasonable solution to our problem. The GREEDY algorithm is
described in Algorithm 2.

In each round of the GREEDY algorithm, the camera grid
point that can see the most number of tag grid points is selected
and all the tag grid points visible at two or more cameras are re-
moved. When using GREEDY to approximate MIN CAM, we
no longer need to refine the tag grids to reduce the computa-
tional efficiency. We can start with a fairly dense tag grid and
set the camera bound to infinity. The GREEDY algorithm
will terminate if the estimated mean visibility reaches the target

. When using GREEDY to approximate FIX CAM, will be
set to one and the GREEDY algorithm will terminate when the
number of cameras reaches the upper bound as required by
FIX CAM.

VI. VISUAL TAGGING FOR PRIVACY PROTECTED

VIDEO SURVEILLANCE

In this section, we describe a system that uses visual tagging
to protect privacy of selected individuals in a multiple-camera
video surveillance network. The idea of privacy protected video
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surveillance is to design algorithms for each camera to identify
the trusted individual and obfuscate his/her identity using var-
ious image processing techniques. The main challenge lies in
the simultaneous identification of the trusted individual in all
camera views. As we have illustrated in Section I, visual tag-
ging provides a reasonable solution and a camera network con-
structed using our optimal camera placement algorithms is ideal
for constructing a privacy protected video surveillance network.

In our design, individuals whose privacy needed to be pro-
tected will be wearing small rectangular-shaped color tags.
Each tag has a unique color for which we have prepared a
specific color classifier. Our current implementation uses a
Gaussian mixture model (GMM) classifier on the hue and
saturation of each color. Using these classifiers, each camera
identifies all pixels matching these colors, performs component
grouping on pixels with the same color, and computes the
centroid of each group. The related geometric information and
their corresponding colors along with the camera’s unique
ID are sent to all other cameras using IP multicast protocol
[30]. The advantage of using IP multicast is that adding a new
camera amounts to subscribing to the multicast addresses of
all existing cameras which do not need to flood the network
with unwanted information or keep track of the status of other
cameras. In order to localize occluded tags, fundamental ma-
trices are estimated for each pair of cameras and epipolar lines
of detected tags are broadcast to all cameras. Each camera then
infers the locations of the tags by intersecting the epipolar lines.
Except for the pathological case when multiple tags and the
optical centers of the cameras they are visible to all lie on the
same plane, all the intersections among epipolar lines within
the image plane of each camera uniquely identify the locations
of the tags. Objects associated with any directly-observed
or occluded tags are then erased from the video by using an
efficient object-template-based in-painting scheme [24].

VII. EXPERIMENTAL RESULTS

Our framework of measuring and optimizing the design of
camera configurations is flexible and has a great number of mod-
eling parameters. It is impossible to exhaustively test all pos-
sible combinations. As such, we focus our effort into three areas

to demonstrate the validity and applicability of our proposed
framework. First, we show various properties of MIN CAM and
FIX CAM by varying different model parameters. We also pro-
vide experimental results to show how well GREEDY can ap-
proximate the results of FIX CAM in Section VII-A. Second,
we compare the optimal camera configurations computed by our
techniques with other camera configurations in Section VII-B.
Finally, we demonstrate the use of visual tagging for privacy
protection in Section VII-C.

Before describing the experimental results, we provide an
overview of the three different approaches we use for measuring
visual tagging performance of our camera networks. They are
Monte Carlo simulations, virtual environment simulations, and
real-life experiments. The Monte Carlo simulation is a direct
estimation of mean visibility defined in (2). Our Monte Carlo
simulation uses several order more simulation points than the
discrete grid points used in our optimization. As a result, can
be robustly estimated. Furthermore, we can visualize the cov-
erage of the environment by calculating the local average visi-
bility at different spatial locations, such as the one depicted in
Fig. 5(e). The gray-level of each pixel represents the visibility
at each local region—the brighter the pixel, the higher the prob-
ability that it is visible at two or more cameras. A location is in
the perfect zone if it is completely white.

Among all the evaluation approaches, Monte Carlo simula-
tion is the easiest to execute because it is based on the same en-
vironment input and the same visibility model used by the opti-
mization algorithms. This is also a drawback because we cannot
use this technique to validate the assumptions made in our vis-
ibility model. Real-life implementation of the optimal camera
configuration, on the other hand, requires a great of planning
and installation effort. As an intermediate step before real-life
testing, we use the OpenGL package provided in [31] to create
a virtual 3-D environment that mimics the environment input
and insert random-walking humanoids in it with some of them
wearing red-color tags. is then estimated by the fraction of
frames that have multiple views of the tag. The last type of eval-
uation is to physically construct a camera network, again with
one person wearing a special color tag and other people moving
around to create occlusion. The mean visibility is similarly mea-
sured except we need to resort to a more robust color detector.
Examples of the both can be seen in Fig. 6.

A. Optimal Camera Placement Experiments

All the simulations in this section assume a room of dimen-
sion 10 m 10 m with a single obstacle and a square tag with
edge length cm long. For the camera and lens models,
we assume a pixel width of 5.6 m, focal length of 8 cm, and the
field of view of 60 degrees. These parameters closely resembles
the real cameras that we use in the real-life experiments. The
threshold for visibility is set to five pixels which we find to
be an adequate threshold for our color-tag detector.

We first study how MIN CAM estimates the minimum
number of cameras for a target mean visibility through tag
grid refinement. For simplicity, we keep all the cameras at the
same elevation as the tags and assume no mutual occlusion. The
target mean visibility is set to be and the algorithm
reaches this target in four iterations. The output at each iteration
are shown in Fig. 5. Fig. 5(a) and (e) show the first iteration.
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Fig. 5. Four iterations of MIN CAM: Figs. 5(a)–(d) show the grid points, the optimal camera pose, and location if applicable. The tag grid points are represented
by black dots and randomly-discarded tag points as blue dots. The camera grid points are restricted at regular intervals along the red boundary of the environment.
The blue arrowheads show the computed camera position and pose after each iteration. The corresponding spatial distribution of average visibility and the overall
mean visibility � are shown in Fig. 5(e) (Iteration one), 5(f) (Iteration two), 5(g) (Iteration three) and 5(h) (Iteration four). Note that � = 0 for Iteration three
because there is no feasible solution. (a) Iteration one, (b) Iteration two, (c) Iteration three, (d) Iteration four, (e) � = 0:4743, (f) � = 0:7776, (g) � = 0, (h)
� = 0:9107.

Fig. 5(a) shows the environment with one tag grid point (black
dot) in the middle. The camera grid points are restricted at
regular intervals along the red boundary of the environment and
remain the same for all iterations. The blue arrows indicate the
output position and pose of the cameras from the BIP solver.
Fig. 5(e) shows the Monte Carlo simulation results. The mean
visibility over the environment is estimated to be 0.4743.
Since it is below the target , the tag grid is refined as shown
in Fig. 5(b) with the corresponding Monte Carlo simulation
shown in Fig. 5(f). When the number of cameras increases from
four to eight, increases to 0.7776. The next iteration shown in
Fig. 5(c) grows the tag grid further. With so many constraints,
the BIP solver fails to return a feasible solution. MIN CAM
then randomly discards roughly half of the newly added tag
grid points. The discarded grid points are shown as blue dots in
Fig. 5(d). With fewer grid points and hence fewer constraints, a
solution is returned with 11 cameras. The corresponding Monte
Carlo simulation shown in Fig. 5(h) gives which
exceeds the target threshold and MIN CAM terminates.

In the second experiment, we want to demonstrate the differ-
ence between FIX CAM and MIN CAM. Using the same en-
vironment as in Fig. 5(c), we run FIX CAM to maximize the
performance with 11 cameras. MIN CAM fails to return a solu-
tion under this dense grid and after randomly discarding some
of the tag grid points, outputs using 11 cameras.
On the other hand, without any random tuning of the tag grid,
FIX CAM returns a solution of and the results
are shown in Fig. 6(a) and (b). When we reduce the number
of cameras to ten and rerun FIX CAM, we manage to produce

which still exceeds the results from MIN CAM.
This demonstrates that we can use FIX CAM to fine-tune the

approximate result obtained by MIN CAM. The camera con-
figuration and the visibility distribution of using ten cameras are
shown in Fig. 6(c) and (d), respectively.

Using the same setup, we repeat our FIX CAM experiments
using the GREEDY implementation. Our algorithm is imple-
mented using MATLAB version 7.0 on a Xeon 2.1-Ghz ma-
chine with 4 Gigabytes of memory. The BIP solver inside the
FIX CAM algorithm is based on lp solve [28]. We have tested
both algorithms using 11, ten, nine, and eight maximum number
of cameras. While changing the number of cameras does not
change the number of constraints, the search space becomes
more restrictive as we reduce the number of cameras. As such, it
is progressively more difficult to prune the search space, making
the solver resemble that of an exhaustive search. The results are
summarized in Table II. For each run, three numerical values
are reported: the total number of tag points visible to two or
more cameras which is the actual minimized cost function, the
running time, and the mean visibility estimated by Monte Carlo
simulations. At eight cameras, GREEDY is 30 000 times faster
than lp solve but only 3% fewer visible tag points than the exact
answer. It is also worthwhile to point out that the lp solve fails
to terminate when we refine the tag grid by halving the step-
size at each dimension, while GREEDY uses essentially the
same amount of time. The placement and visibility maps of
the GREEDY algorithm that mirror those from FIX CAM are
shown in the second row of Fig. 6.

Armed with an efficient greedy algorithm, we can explore
various modeling parameters in our framework. An assumption
we made in the visibility model is that all the tag centers are in
the same horizontal plane. This does not reflect the real world
due to the different height of individuals. In the following exper-
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Fig. 6. Figs. 6(a)–(d) show the results of using FIX CAM. Compared with the final iteration result in Fig. 5(h), we can see that FIX CAM produces better �

than MIN CAM using the same or fewer number of cameras. Figs. 6(e)–(h) show the same set of experiments using GREEDY as an approximation to FIX CAM.
(a) FIX CAM: 11 cameras, (b) FIX CAM: � = 0:9205, (c) FIX CAM: 10 cameras, (d) FIX CAM: � = 0:9170, (e) GREEDY: 11 cameras, (f) GREEDY:
� = 0:9245, (g) GREEDY: 10 cameras, (h) GREEDY: � = 0:9199.

TABLE II
COMPARISON BETWEEN LP SOLVE AND GREEDY

TABLE III
EFFECT OF HEIGHT VARIATION ON �

iment, we examine the impact of the variation in height on the
performance of a camera placement. Using the camera place-
ment in Fig. 6(g), we simulate five different scenarios: the height
of each person is 10 cm or 20 cm taller/shorter than the assumed
height, as well as heights randomly drawn from a bi-normal dis-
tribution based on U.S. census data [32]. The changes in the av-
erage visibility are shown in Table III. They range from %
to % which indicate that our assumption does not have a
significant impact on the measured visibility.

Next, we consider the elevation of the cameras. In typical
camera networks, cameras are usually installed at elevated po-
sitions to mitigate occlusion. The drawback of the elevation is
that it has a smaller field of view when compared with the case
when the camera is at the same elevation as the tags. By ad-
justing the pitch angle of an elevated camera, we can selectively
move the field of view to various part of the environment. As
we now add one more additional dimension of pitch angle, the
optimization becomes significantly more difficult and GREEDY

Fig. 7. Camera planning and Monte Carlo simulation results when the cameras
are elevated to be 0.4, 0.8, and 1.2m above the tags. (a) Elevation = 0:4m, (b)
Elevation = 0:8m, (c) Elevation = 1:2m, (d) � = 0:9019, (e) � = 0:8714,
(f) � = 0:8427.

algorithm must be used. Fig. 7 shows the result for cam-
eras with three different elevations above the plane on which
the centers of all the tags are located. As expected, the mean vis-
ibility reduces as we raise the cameras. The visibility maps in
Fig. 7(d)–(f) show that our algorithm can adjust the pitch angles
of the cameras so that the perfect region remains at the center of
the environment to guarantee visibility from multiple cameras.

For the last experiment in this section, we present simulation
results to show how our framework deals with mutual occlusion.
Recall that we model occlusion as an occlusion angle of at
the tag. Similar to the experiments on camera elevation, our oc-
clusion model adds an additional dimension to the tag grid and
thus we have to resort to the GREEDY algorithm. We would
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Fig. 8. As the occlusion angle increases from 0 in Fig. 8(a)–(c), the required
number of cameras increases as well when using GREEDY to achieve a target
performance of � = 0:8. Fig. 8(d)–(f) are the correspondent visibility map
under different occlusion angles. (a) � = 0; six cameras, (b) � = 22:5 ; eight
cameras, (c) � = 45 ; twelve cameras, (d) � = 0:8006, (e) � = 0:7877, (f)
� = 0:7526.

like to investigate how occlusion affects the number of cameras
and the camera positions of the output configuration. As such,
we use GREEDY to approximate MIN CAM by identifying the
minimum number of cameras to achieve a target level of vis-
ibility. We use a denser tag grid than before to minimize the
difference between the actual mean visibility and that estimated
by GREEDY over the discrete tag grid. The tag grid we use is
16 16 spatially with 16 different orientations. We set the target
to be and test different occlusion angle at 0 , 22.5 ,
and 45 . As explained earlier in Section V-A, our discretization
uses a slightly larger occlusion angle to guarantee worst-case
analysis—we use for and for

. In the Monte Carlo simulation, we put the occlusion
angle at a random position of each sample point. The results are
shown in Fig. 8. We can see that even with increasing the number
of cameras from six to eight to 12, the resulting mean visibility
reduces slightly when the occlusion angle increases. Another in-
teresting observation from the visibility maps in Figs. 8(d)–(f)
is that the perfect region, indicated by the white pixels, dwindles
as occlusion increases. This is reasonable because it is difficult
for a tag to be visible at all orientation in the presence of occlu-
sion.

B. Comparison With Other Camera Placement Strategies

In this section, we compare our optimal camera placements
with two different placement strategies. The first one is uniform
placement—assuming that the cameras are restricted along the
boundary of the environment, the most intuitive scheme is to
place them at regular intervals on the boundary, each pointing
towards the center of the room. The second one is based on the
optimal strategy proposed in [15]. It is difficult to fully compare
our scheme with that in [15] due to the many differences be-
tween them including the following.

• Visibility model: The camera model in [15] is a 2-D cov-
erage triangle with no modeling of camera elevation, pro-
jected size of tag on image planes, tag pose for self-occlu-
sion, and mutual occlusion. It is possible to use the formu-
lation in [15] to model visibility from two or more cameras

Fig. 9. Comparison between our simulation of [15] and the published results
in [15]. (a) Placement in [15]. (b) Placement in our simulation of [15].

though all results in [15] are based on single-camera visi-
bility.

• Cost model: While a variety of cost models for different
cameras can be incorporated in [15], our formulation deals
with a single type of camera.

• Efficient implementation: Though both schemes use
greedy search, [15] focuses on random sampling of spaces
while ours use a fixed grid.

Among all the differences, we believe that the visibility model
is the most important and interesting difference between our
schemes. In order to have a fair comparison between the two
schemes, we have re-implemented the visibility model in [15]
that supports both single and multiple camera visibility in the
context of our own cost model and greedy implementation. As
a sanity check, we first compare the optimal camera placement
under single camera visibility between our implementation of
their scheme and one of their results published in [15]. The com-
puted placements over an environment used in [15] are shown
in Fig. 9. The blue regions are emphasized areas in which more
sampling points are placed. Out of the six cameras used, three
of them have exactly the same pose as those in [15]. Among the
remaining three, two of them are on the left half plane off by
two grid points and the last one is on the right half, moved from
the bottom corner in the original to the area between the two
important regions in ours. Our computation of visibility shows
that both configurations produce the same coverage, meaning
that these are both solutions to the same optimization problem.
This confirms that the differences in our implementations are
small and should not affect the overall results.

To test the differences in visibility models, it is unfair to use
Monte Carlo simulations which use the same model as the op-
timization. As a result, we resort to virtual environment simu-
lations by creating a virtual 3-D environment that mimics the
actual 10 m 10 m room used in Section VII-A. We then in-
sert a random-walking humanoid wearing a red tag. The results
are based on the visibility of the tag in two or more cameras.
The cameras are set at the same height as the tag, and no mutual
occlusion modeling is used. The optimization is performed with
respect to a fixed number of cameras. To be fair to the scheme in
[15], we run their optimization formulation to maximize the vis-
ibility from two cameras. The measurements of for the three
schemes with the number of cameras varied from five to eight
are shown in Table IV. Our proposed FIX CAM performs the
best followed by the uniform placement. The scheme in [15]
does not perform well as it does not take into account the orien-
tation of the tag. As such, the cameras do not compensate each
other when the tag is in different orientations.
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Fig. 10. Camera placement in our office environment. (a) Uniform placement, � = 0:3801. (b) Optimal placement, � = 0:5325. (c) Uniform placement: � =

0:3801. (d) Optimal placement: � = 0:5325.

Fig. 11. Seven camera views from uniform camera placement.

TABLE IV
� MEASUREMENTS AMONG THE THREE SCHEMES

USING VIRTUAL SIMULATIONS

We are, however, surprised by how close uniform placement
is to our optimal scheme. Thus, we further test the difference
between the two with a real-life experiment that incorporates
mutual occlusion. We conduct our real-life experiments indoor
in a room of 7.6 meters long, 3.7 meters wide, and 2.5 me-
ters high. There are two desks and a shelf along three of the
four walls. Seven Unibrain Fire-i400 cameras at elevation of
1.5 meters with Tokina Varifocol TVR0614 lens are used. Since
they are variable focal-length lens, we have set them at a focal
length of 8 mm with a vertical field of view of 45 and hor-
izontal field of view of 60 . As the elevation of the cameras
is roughly level with the position of the tags, we have chosen
a fairly large occlusion angle of in deriving our
optimal placement. Monte Carlo results between the uniform
placement and the optimal placement are shown in Fig. 10. For
the virtual environment simulation, we replace the desks and
the shelf with tables and teapot, insert three randomly walking
humanoids, and capture 250 frames for measurement. For the
real-life experiments, we capture about 2 min of video from the

seven cameras, again with three persons walking in the environ-
ment. Figs. 11 and 12 show the seven real-life and virtual camera
views from both the uniform placement and optimal placement,
respectively. As shown in Table V, the optimal camera place-
ment is better than the uniform camera placement in all three
evaluation approaches. The three measured ’s for the optimal
placement are consistent. The results of the uniform placement
have higher variation most likely due to the fact that an excessive
amount of occlusion makes detection of color tags less reliable.

C. Application of Tag Localization for Privacy Protection

In this section, we show the localization of visual tags in
a multiple camera network using epipolar geometry. We also
present results of using visual tagging in privacy protection as
described in Section VI. Our experiments are based on a subset
of three adjacent cameras from the camera network derived in
Section VII-B. This limitation is due to our use of a planar
checkerboard for camera calibration—cameras that are far apart
cannot be calibrated together as they cannot see the checker pat-
tern at the same time. This problem can be overcome by using
other calibration objects such as a laser pointer as described in
[33].

We first show the tag tracking performance using both a sta-
tionary checkerboard with 120 corners as well as the color tag
used for the actual privacy experiment. For the checkerboard, we
use a corner detector to extract all corners in the three camera
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Fig. 12. Seven camera views from optimal camera placement.

Fig. 13. (a) and (b) show the corresponding corners in the checkerboard in the original two camera views. After adjusting the image coordinates with the Sampson
approximation, the green cross in (a) induces the green epipolar line in (c) and the red cross in (b) induces the red epipolar line. The intersection is very close to
the actual corner in (c). (d) and (e) show the identified centroids of the tag. Each of the centroids induces an epipolar line in (f) and the intersection is the projected
tag centroid in the third camera. (a) Corner detected in Cam1, (b) Corner detected in Cam2, (c) localization error, (d) Tag detected in Cam1, (e) tag detected in
Cam2, (f) Epipolar line intersection.

TABLE V
� MEASUREMENTS BETWEEN UNIFORM AND OPTIMAL CAMERA PLACEMENTS

views. For the color tag, we adopt a GMM color detector and
calculate the centroid in the image of the tag. Using the in-
formation from two camera views, we then infer the location
of the corners in the third camera view using two variants of
epipolar-line intersection. The “naive epipolar intersection” is
simply the intersection of the two epipolar lines. The “Sampson
approximation” uses a first-order approximation to select new
image coordinates that are close to satisfying the epipolar con-
straint before computing the epipolar line intersection [34, Ch.
12]. The localization error, defined by the average distance in
pixel between the actual corners in the third camera view and
the corresponding projected corners, using the two approaches
is shown in Table VI. We can conclude that the Sampson-ap-
proximated epipolar intersection provides results that are sig-
nificantly better than the naive epipolar intersection. As for the

TABLE VI
LOCALIZATION ERROR IN THE THIRD CAMERA VIEW

color tag experiment, we record 30 s of video from the three
cameras which are synchronized using network timing protocol.
The localization error using the two methods is also shown in
Table VI. Although the errors are much larger this time, possibly
due to the uncertainty introduced by centroid estimation and
synchronization, the localization error reveals the same trend
as in the corner detection and the tag is successfully located
throughout the entire sequence. Fig. 13 shows the corner and
tag localization on the third camera view.

The final experiment combines visual tagging with visual in-
painting for privacy protection. Fig. 14 shows the pipeline of the
process at three different camera views. The first image of each
row shows the original video frame. Note that the tag is only vis-
ible in the top two but is largely occluded in the bottom one. As a
result, our GMM color detector can only identify the centroid of
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Fig. 14. Three rows of pictures show the privacy pipeline for three different camera views. The first column consists of the three views of the same scene with
the tag detected only on the first two. Foreground blobs detected are shown in the second column and the inpainted frames shown in the last column. The bottom
image uses epipolar geometry to infer the location of the occluded tag for the identification of the private individual.

the tag in the first two frames. Foreground moving blobs in each
frame are shown in the middle column. To differentiate which
blob to inpaint, the top two cameras identify the blob associated
with the tag centroid to be the person whose privacy needed to be
protected. The bottom camera receives the epipolar lines from
the other two cameras and deduces the correct blob based on the
inferred tag location. The inpainted results are shown in the last
column of Fig. 14.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed a framework in modeling,
measuring, and optimizing placement of multiple cameras.
Even though our framework is very general, our focus has
been on triangulating visual objects for identifying different
individuals in a privacy protected video surveillance network.
By using a camera placement metric that captures both self-
and mutual occlusion in 3-D environments, we have proposed
two optimal camera placement strategies that complement each
other using grid-based binary integer programming. To deal
with the computational complexity of BIP, we have also devel-
oped a greedy strategy to approximate both of our optimization
algorithms. Experimental results have been presented to verify
our model and to show the effectiveness of our approaches.
Equipped with an optimal camera placement, we have con-
structed a multiple-camera surveillance system capable of
robustly identifying and obfuscating individuals for privacy
protection.

There are many interesting issues in our proposed framework
and visual tagging in general that deserve further investigation.
Environmental factors such as prior knowledge of the movement
of people, their interpersonal distances and configurations, as

well as the specifics of the back-end vision algorithms can and
should be incorporated into the models to further improve the
output camera placement. The incorporation of models for dif-
ferent visual sensors such as omnidirectional and PTZ cameras
or even nonvisual sensors and other output devices such as pro-
jectors is certainly a very interesting topic. The optimality of our
greedy approach can benefit from a detailed theoretical studies.
The technical issues in combining wide-area calibration and vi-
sual tagging is also an important problem that we believe can
be overcome in the very near future. Last but not the least, the
use of visual tagging in other application domains such as im-
mersive environments and surveillance visualization should be
further explored.
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