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Abstract

Managing large IP nelworks requires an understanding of the curcent traffic fows,
routing pelicies, and network conliguration. However, the state of the art for man-
aging 1P networks involves manual configuraiion of ecch IP router, and tralfic engk-
neering based on limited measurements. The nelwarking industry is sorcly lacking
in software systems that o large Infernsl service provider can vse to support tralfic
measurement ane] network modeling, the underpinnings of eFective traffic engineer-
ing. This article describes the AT&T Labs NetScope, a unified set of software tools
for managing the performance of IP backbone networks. The key {dea behind
NetScope is to generate global views of the network on the basis of configuration
and usage data associated with the individual network elements. 1laving creatod
an appropriate global view, we are able to infer and visualize the neiworkwide
implications of local changes in traffic, canfiguration, and control. Using
NetScope, o nelwork provider can experiment with changes in nelwork configuree
tion in a simulated environment rather than the operational network. In addition,
the ool provides a sound framework for odditional modules for network optimiza-
tion ancrperformcmce debugging. We demonsirale the copahilities of the tool
through an example traffic enginearing exercise of locating a hoavily loaded link,
identifying which traffic demands flow on the link, and changing the configuration

of intrademain routing to reduce tho congestion.

L i

raflic engincering aims Lo optimize network perfor-

mance throngh three integrated activitics: measuring

tralTic, modeling the netwerk, and sclecting meehanisms

for controlling the trailic. Unfortunalcly, larpe Internet
seryice providers (ISPsY have Tew soltware sysiems and 1ools (o
support trallic measuwrement and nelwork modeling, the under-
pinnings of elfective traffic engineering, Scemingly simple
guiestions about topology, trattic, and routing are surprisingly
hard to answer in today’s TF networks. A (remendous amaount
0l work has gone into developing mechanisms and proiocols
for controlling traffic. Indeed, most of (he work in the Inlernet
Enginecring ‘Lask Foree ([1VTF) coneerns the aspeet of (radlic
enpineering concerned with traltic control. By comparison, it-
Ue work has been done 1o support tralTic measurement and
network modeling in operational networks, (Nolable exeep-
tions in the IHTE include the IPPM and RTEFM working
groups.) Unless control mechanisms are driven by the appro-
priate measurements and understanding from well-tested mod-
cls, the benelit of the controls will be dimited,

This article describes the AT&T Lals NetSeape, a unibed set
of software Lools for ralTic engincering in operational 11 back-
bone networks. The key idea behind NetScope is 1o generate
glabal views of the network on the basis of conliguration and
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usage data associated with the individual network clements.
Taving created an appropriate global view, we are able Lo infer
and visualize the networkwide implications of lecal changes in
traflic, conliguration, and controb, NetScope provides an exicu-
sible and powerful platform tor “what-il” traflic engineering
vestigations. Using NetSeape, 8 network privider can experi-
ment with changes in nctwork configuration in a simulated
environmen! rather than i1 the operational network, In addi-
tion, the ool provides o sound framewark for additional nud-
ules {or network oplimization and perlfommance debugging,

In order to illustrate some of the ecapabilitics of NelScope,
we (ocus on ane compelling application: the problem of con-
figuring intradonain routing based on the vnderlying network
lopolegy and traflic demands. This application drives the
choice of an appropriaie topelogical view, as well as (he meth-
ods for traflic aggregation and routing. The task can be
decomposed into several sieps, cach drawing heavily on the
unclerlyiing modules and the flexible visualization environ-
ment, By joining topology and usage data, NetSeape displays
the utilization of cach ol the links and identifies the most
heavily loaded link, Then NelScape's inteprated view of tral-
lic, topulogy, ind routing enables us Lo identily which source-
sink pairs are responsible for the congestion. Bascd on this
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Figure 1. NetScope software wrchitectuie.

information, we change the configuration of intradomain ront-
ing (by changing an Gpen Shoriest Path Fivst, Q8P link
weight) to diveet some of these traffic demands away from the
congested link. NerScope then recomputes the reutes and the
resulting load on each link, providing an estimale of how the
traffic would flow after the change.

Network Engineering Conslraints

Before plunging into details, let us first consider the factors

driving the need Tor beller network engineering tools:

+ Scrvice guality: Increasingly, customers are demanding
more stringent assurances wilh regards to performance,
reliability, and security, in Lthe form of service-level agree-
ments (SLAs). Customers are develaping certifieation and
ongoing testing procedures 1o ensure compliance with these
SLAs. Applications are emerging, such as [P voice, that by
their nature require high-guality data transport, as mea-
sured by delay, loss, and jitler, Since 1P networks do not
have explicit support for performance guaraniees, network
operaters must carclully coardinate the operation of the
individual netwaork clements to reaiize customer SLAs.

« [nlerdependent tunable parumeters: Al present, vendors of
network components provide [SPs with litle or no low-level
control over the basic mechanisms respoansible for packet
scheduling, buffer management, me path selection. [nstead,
backbone providers are forced to understand a large set of
interrcluled parameters, cach to some degree alfecling con-
figuration and operation. To date, an ISP muost manage is
backbone network, and complicated peering relationships
with neighboring providers, by luning these knobs through
4 combination of intaition, testing, and trial and crror,

» Neiwork growth: Individual backbone networks are growing
rapidly in size, speed, and scope, and the jndustry is consol-
idating many disparale nelworks inte larger integrated net-
warks. As a result, network management Tunctions that
could once be handled by a small group of people, based on
intuition and experimentation, must now be supported by
effective traflic engineering tools that unite configuration
and usage information from a varicly of sourees.

‘Iralfie variability; Internct traffic is complex. Offered loads

between source-destination pairs are typically unknown, ‘The

distribution of 1P traftic often fluctuates widely across lime.

This inlroduces sipnificant complexily into network traffic

engincering, without quicting customer demands for pre-

dictable communication performance. Deteeting and diag-
nosing shifts in user demands, and the performanee
implications, require continual vigilanee in network apera-
tinns. Bffective traffic engineering lools should support rapid

identification of potential performance problems aud a flex-

ible cuvironmment for experimenting with possible solutions.

The complexily of managing an ISP nefwork slems from
same of the same Tundamental issues responsible for the sue-
cess and prowth of the Internet, [P networks forward dala-
grams, and Jack the basic notion al a call or virtual civeuit
which provides the basic hook for measurements and provi-
sioning in circwit-switched, frame relay, and asynchronous
transfer mode {ATM) networks. As o result, load, reliability,
anel performance are harder (o characterize and track. In
addition, 1" networks sclf-configure via a set ol interrelated
dynamic intradomain and interdomain pratocols, guided by
the Tocal configurations af network clements, Thus, datubases
that ate meant te hold auchoritative descriptions of the uct-
work can diverge from the nctwork reality, and small changes
in ong patt of the nelwork can have a significant impacl on
the flow of traffic.

NeiScope Tool Overview

Managing the performance of & larpe 18P backbone network

requires advanced tools to suppoxl operations, cngineering,

and design. We presenl background material on TP backbone
networks and routing protocols, The key components of the

Netseope toolkit are shown In Fig, 1:

» Configuration: The configuration module cxtracts a net-
workwide view that includes the topology, link capacitics,
customer addresses, peering connections, route configura-
tien, and layer two connectivity, This information can be
extracted {from the configuration files of cach rouler, as well
as the 1P forwarding tables and interdomain routing infor-
mation, in an operational 151 network.

= Mcasuremont: Traftic demands are determined based on
detailed measurcments at the periphery of the nelwork,
where (ralfic enters and leaves the hackbone. These mea-
surements ¢an be aggregated to the level that permits effi-
cient and accurate modeling of interdomain and
intradomain routing, The measurement module associatos
the traffic demands with the appropriate routers and links,
drawing on information from the configuration module,

* Data model: A novel feature ol NetScope is that it com-

bines diverse network configuralion information with

diverse network measerements in a joint data model.

Allributes af routers, links, and traffic demands are derived

from the configuration and measurement modutles, To lacil-

itate cxperimentation with new network designs and pro-
jected traffic demands, the tool uses simple flat files as
input 1o the data model.

Routing model: The routing modnle combines the network

topology aud traflfic demands by modeling how traffic

would iravel throngh the network, based on the intrado-
main and interdomain routing protocoels. The model cap-
tures the selection of shortest paths {o multihomed
customers and peers, the splitting of traffic across multiple

shortest path voules, and the multiplexing of Tayer three 11

links on layer two irunks.

Visualization; The visualization module displays the aet-

work’s layer three and layer iwo conneelivity, and provides

convenichl aceess to selected network comfiguration infor-
mation and (raflic staiistics, The module supporls coloring
and sizing of routers and links based on a variety of statis-
tics, and computcs histograms, lables, and time-serics plots.

In addition, the environment allows changes 1o the network

conliguration to support “what-il” experiments.

The dotled line in Fip. 1 is very significant; the network

topology and Lraflic statistics could be derived (rom a wide

varicly of sources. L'or example, the topology could be extract-
cd trom configuration Gles and forwarding tables, (racked in
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real Lime by manitoring routing protocol trafflic, or projecied
baused an a proposed network design, Similarly, the traftic
daia could be derived [rom network measurcments, customer
subscriptions, or projected demands, We describe the data
maode! and how it ean be populated from configuration and
measurenent information. "The routing and visualization mod-
ules are deseribed later o,

NeiScope is able ta track chaape while maintaining [ocus
on Wie network features of interest (o network architeets and
aperators. All aspeets ol the network infrastructure can and
musi evolve. New roulers, line cards, and versions ol the ele-
ment controt sollware are regulurly introduced, Basic archi-
tectural changes, such as the intraduction of multiprotocol
label switching (MPLS), oceur less frequently, [ligher-level
modules of the software (above the Tine in Fig, 1) can and
muist cvolve to accommodate basic architectural changes. The
lewwer-level modules of the software {below the line in Vig, 1),
responsible for parsing the raw data associated with neiwork
elements and building hipher-level abstractions, are designed
for simplicity and extensibility to accommodate [roguent
incremental change in the network, Tixtending these modules
to cope with new network fenlures as they become of interest
o getwork architeets is o much casicr tosk than building and
maintaining a toel that aims to handle all possible combina-
tions of features and policics.

In designing NetScope, we have introduced purticular ways
ol representing the network topology, intrademain and inter-
domain routing, and the offercd waliic. The work desceribed in
this article fucuses on deriving these models and defining their
basic paranieters, The tool does not support real-time updates
toy conliguration data al present. Such changes do not occur
very [requently, and henee it is reasonable to expecl some
umound of stability of the netwark between failures and recon-
ligurations. In Facl, NetSeope is designed to study precisely
these kinds of events by evalumting how they would alfect the
flow of taffic in an ISP backbone, Unlike the network model,
Internet tralfle does fluctuate on a varicty of imescules, with
importanl implications for {raflic enginecring. Congestion con-
ol mechanisms, such as TCP, introduce variability on a small
timescale of seconds | 1], while varialion in user demands intro-
duces burstiness on multiple timeseales [2]. [lowever, on
timuescales beyond a tew hours, fundamental shifts in user
demands and changes in network topoelogy infroduce variability
beyond statistical fluctuations, Offered load typically changes
with the Gme of day, or day of the week, or in response (o a
network failure or reconfiguration. In the raffic engincering
cxamplc in this article, we focas on this larger timescale,

Internct Backbone Networks

The Iaternct is divided into a collection of autonomous sys-
tems (ASs), Routing throaugh the Internet depends on proto-
cobs for ronling hetween ASs, ealled exferior gatewny protocols
[3, 4], and protocots {or routing within individual ASs, called
irterior gateway prodocols [5] Linch AS is managed by an ISP,
who operates a backbone netwark that connects to cus-
tomers and other service providers. After deseribing the
architeclure of TSP hackbone neiworks, we discuss intra- and
interdomain routing.

Backbone Architechure

[SP backbone nelworks consist of a collection of 11 roulers
and hidircetional layer three links, represented as nodes
and edges in Fig, 2, Aecesy links conneel directly (o cus-
temers. For example, an access link could conncet (o a
madem hank for dinlup users, a Web hosting comples, or a
particular business or universily campus, Multihomed cos-
tomers have twa or more aceess links for higher capacity,
load balancing, or Tault tolerance. Peering links connect 1o
ncighboring service providers, A peering link could counect
to a public [nternel exchange point, or divectly o a private
pecr or transit provider, An ESP ofien has multiple peering
links 1o cach neighboring provider, typically in different
geographic lecations, Backbone links connecl rowers inside
the ISP backbeone, Routers rely on input, via a confligura-
tion (tle, about the state of their hardware, the partitioning
of resowrees {e.g., buffers), and which policies to apply Lo
the forwarding decisions. A link is conligured by entering
interface definitions on all routers that are part of e link.
The [8I' has complete contrel over the configuration and
operation of backbone links, by virtue of controlling the
adjacent routers, Configuration of uccess and peering links
depends on interaction with the customers and peers,
respectively.

Tlach router lertinates o mixture ol aceoss, peering, ad back-
boue links, Teo simplify the discussion, we assume that all access
links ferminate al aceess routers {ARs) and ail peering links ac
Intcrmet gateway roulers (TGRs), and all remaining routers are
backbone routers (BRs) that only terminate backbone links.
an operaliona) network, this split in functionality simplities the
requirements for cacl router. For example, an AR showd pro-
vide Lugh port densily 1o conneet to a large nomber of custoners
with various access speeds and techuologies, On the other hand,
a BR shoulel provide high packet forwurding performance, 1inal-
ly, isolating peer traflic to a smalbl sct ol 1GRs simplifies the man-
agement ol inlerdomain routing policies,

[SP backbones run over an underlying facility network, This
introduces multiple Tayers of connectivity and capacity, whicls
has implications tor traffic engineering and relinbility, The
layer three link belween two adjacent 117 routers often corre-
sponds ta dedicated capacity at the Tacility level. This abstrie-
tion holds, for example, for packel over synchronous optical
network (SONETY links. [Howeyer, some networking technolo-
glus, sueh as tiber distvibuted data interface (FDDTY and asyn-
chronous franster mode (ATM), introduce an intermediate
switching labric at layer two. For cxample, a single Tayer threc
link may correspond o a permanent virtoal eirenit {PYCY that
traverses one or imore ATM binks via swiiches. 1In fact, mult-
ple layer three links may share the capacity of a single layer
twa link. We refer to these Tayer two links as ganks, and the
layer two switehes as devices. 'Uhe iraffic on a trunk consists of
the Lotal load imparted by cach layer three link which ravers-
es Lhal trunk, Similarly, a trank {or deviee) Farlure causes the
failure of cach layer three link which travels over that crunk
{or device).
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Routing Protocols

Within an AS, routing is determined by inlevior gateway pro-
tocols sueh as static routing, OSPF, 15-15, and Rouling Tnlor-
mation Protocol (RTPY. Static routes are conligured manuvally
in the router. An [SP typically uses static rootes 1o divect traf-
fie toward customers who have a fixed set of TP addresses and
do nol participate in an interdomain routing protacol, Roat-
ing protocols such as OSPL and 18-18 arc more advanced in
the sense thal routers exchange link siate information ancd for-
wird packets along shortest paths based on the sum of the
link weights, Typieally, customers and peers do not participate
directly in these protacols with the 1SP. As such, OSPI typi-
cally aperates only over the backbone links. Since Q8P uses
flooding (o exchange link state information, the protocol does
not seale Lo large ISP backbones. Therefore, 18Ps typically
introduce a routing hicrarchy by dividing the backhane into
multiple OSP4 areas, cach yunning a separate instance of the
prowocol.

Routing belween ASs 1 controlled by an exterior gateway
protacol, Border Gateway Protocol (BGE). BGP s a path-
vector protocol that distribules routing information between
routers belonging to differenl autonouous systems. These
routers are BGP peers that advertise and withdvaw routing
information about particular network addresses, A neiwork
address represents a sct of contipuous 1P addresses by a 32-bit
number and a prefix {mask) length; for cxample, the network
address 135.207.119.0/24 has a 24-bit mask that specifies o
block of 256 11 addresses. A route advertisement includes o
list of the ASs in the path o a particular network address,
along with other path ativibutes. Tiar example,

uz200/16 1922053130 0 1740 1073 1677 1675 1

deseribes a roule to network address 9.2.0.0/16 poing through
a scquetice of autonomous systems, starting with the peer AS
1740, The path has a mebric ol O, and 192.205.31.30 is the
loopback address of the associated 1GR. Upon receiving a
BGP advertisement, an ISP can apply local policies to decide
whether to use the route. These decisions ¢an be based ona
variely of factors, such as the AS path length and local preler-
ences for particular downslream providers. After deciding t
use a roude, the 151 must also decide whether or not to for-

ward the advertissment io neighboring ASs (alter adding itself

te the AS path). Limiting the distribution of advertisements
allows the TSP to influence what teaffic enlers the neiwork,
anel where.

Ultimately, the router determines the path along which Lo
forwarel an individual packet rom the interaction of the vari-
ous ronling protocals, For example, the static routes specified
for a customer on a particular router indicate which aceess
fink(s) should ultimately carry this traffic, Other roulers in
the backbone must learn that they should route traffic des-
tincd for these customer addresses to the corresponding
access link(s), Similurly, the routers need to learn which peer-
ing 1ink{s) should be used 1o reach cach network address in
the rest of the Internet, Within an [SI? backbone, this infor-
mation is typically distributed via internal BGP (IBGP)Y or
the intradomain routing protacol. By combining tlhis informa-
tion with the shortest paths computed by OSPF or 15-18,
cach router can determine the appropriatc oulgoing link(s)
for each network address, The mapping from network address
o outgoing link(s) is stored in a forwarding table. Vor exam-
ple, the entry

135.207.0.0/16 12.126.223.194 Serial2f0/0:26

corresponds to a link using eard Serial2/0/0:26, with next hop
12.120.223.194 1o torward packets toward the nctwork address
135.207.00¢416, When a packet arrives, the router perlorms a

longest prefix match on the destination address to find the
appropriate forwarding table entry for the packel, Then the
router forwards the packet to the appropriate outgoing link;
in some cascs, the lorwarding entry has multiple outgeing
links and the router can pick a single link from this set. The
next-hop router repeats the process, forwarding the packet
closer to its destination,

The Data Modeal

Traffic engincering requires a nelworkwide view off the under-
lying topelogy and an estimate of the offered traffic load, This
section presents a data model that allows us to combine net-
wark topology will traffic statistics in one data structure, We
bricfly discuss cur approuch to extracting this information
fram an operational nelwork.

The Topalogy Modof

Our model of [SP backbones includes objects for routers,
layer three links, devices, nmnd trunks; the latter two were
detined earlier. The roulers and layer three links are connect-
cd in a topolopy such as that shown in Fig. 2. Layer three
links have several attributes that play an impaortant role in
traflic cngincering. Bach unidirectional link includes general
information aboul the router originating the link, the name
ol the router card, the 11 address of the interface, and a tex-
tual description of its purposce, its capacity, and its OSPF
weight, Ihe latler two are especially important For the roul-
ing model. Some attributes are associated with hoth direc-
tions af a link. For example, cach bidircctional link can be
classified as an access, hackbone, or peering link. Backbone
links also helong to a particnlar OSPT arca, which nust be
the same for both unidirectional links, Peering links are assn-
ciated with a particalar BGP peer, identified by its AS num-
ber and annotated by the [P address of the BGP peer in the
remote domain,

Reuter attributes include the rouler name, loopback 1P
address of the router, type of rouier (AR, BR, [GR), and
peographic location of the router in terms of ¢ity and Jati-
tude/longitude. In addition, cach router includes informa-
tion about which links it originates. The device attribules
include the name and location of the device, and a list of
trunks that originate at the device. Trunks deseribe the con-
neetivity between routers and devices, and incelude the infor-
mation about which links (raverse a given trunk.
Consequently, links have an additional attvibute that lists
the trumks they traverse (if any), as well as the routers on
either end of the link,

The moedel is very general, and its objects can be populated
in a number of ditferent ways, such as modifying an cxisting
data model, constructing an artificial nclwork, or extracting
the information from the real network. Our approach is to
extract the information from router configuration files, The
topology medel is populated by netdb, a network confligura-
tion debugger and database that also supports interactive
queries and consisteney cheeking [6]. Netdb processes the
confipuration files in two steps. ‘The Diest step resolves infor-
mation within a sinple file such as interlaces, their [ address-
s, cuslonier names, link speed, Q8P weight, and OSPL7 area.
The sceond step unites information from multiple routers into
a single topolagy using 11 address information. Tor example,
a link is identilicd via an 1P prefix. 10 i has two or more inter-
face entrics, we classily it as a buckbone link, A link with only
one IP address entry is cither an access or peering link, For a
pecring link, the associatled interfuce participates in a BGIP
peering session to a known peer, 1 a link is not a peering link,
il is un aceess link.
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Traffic Demands

Fifeetive trallic enginecring requires nol just a view of (he
topology but also an aceurate estimate of the offered fowd
hetween various peinis in the backbone. These estimales
could be derived from eostomer subseriptions, trallic projec-
tions, or actual measurements. ldeally, we would like Lo
define a demeandd in terms of Lhe volume of load belween fwi
cdge links (e.g. from an aceess link Lo o peering link), How-
ever, many customers eonnect 1o 1he backbone via muitiple
aceess links, and many external addresses are reuchable via
multiple pecring links. The traffic destined for a customer
could low through a different neeess link depending on the
configuration of intradomain routing, Hence, trafflic from the
exlernal Internet to a customer should be modeled as a
demand from a peering link 1o a sef of uccess links, Similarly,
the traflic introduced by a customer should he modeled as a
demand from an aceess link to a ser of peering links, A set of
peering links (aceess links) can be vepresented by a logical
node X, (V;), as shown in Fig. 3. (We synonymously use X
(Y5 Lo refer 1o either the logical nodes or the set of links
these nodes represent.) Tn this article we [ocus on demands
from a peer link to o set of aceess luks, or rom an aceess
link toa sct of peering links, rather than tratfic belween
aecess links or between peering links.

Determining the traftic demands in an operational network
requires identifying the sets of links (X; and ¥;) and the asso-
ciated teafTic volumes. The scts of access links ¥ can be defer-
mined hased on the forwarding fable al each access rouler.
Bach table entry indicates a customer prefix (1P address and
mask length) and the card name of (he outgoing link. The
card name also appears in the router configuration file, allow-
ing the prefix to be associated with the appropriate link. By
repealing this process across all of the ARs, we can determine
the sct of aceess links associnted with cach customer prefix.
Similarly, cach external prefix can be associated with a set of
peering links X5 Based on information in the RGP routing
tables. Bach entry in the BGP routing table includes a prelix,
an AS path, and an IGR loophack address. Alter identifying
the TGR, it is poassible Lo identify the appropriate peering
ligtk(s) at that router based on the next-hop A8 number. The
loophack address of cach IGR aud the next-hop AS number
af cach peering Jink can be extracted from the rouler conliga-
ration file,

Finally, we associate cach demand with a volume of traffic,
In our work on tratfic enginecering, we initially focus on mea-
stered traffic demands, rather than subsceibed or projected
loads. In particular, we consider flow-level measurements at
the network edge, where trafTie enters or leaves the neiwwork.
A tlow consists of a set of packets that match in all of the

main [P and TCE/UDDP header Lichds, such as
source and destination 1P addresses, pratocol, porl
numbers, and type-of-service bits, and arrive closc
together {n time. lach measurement record
includes information about the trallic endpoints,
PP and TCPUDP header ficlds, the number of
pcketls and byles in the flow, and the start and
linish timc of the (low; such information is avail-
able, for example, from Cisco’s Netflow feature
[7]. The source and destination 11 addresses of the
Mow can be associated with the appropriate prefis,
and matehed to the corresponding sct X; or Y
Conscquently, we are able to compute comprehen-
sive Information about tralTic demands by aggre-
gating the flow level information to the level of X;
and Y

Routing

Another key feature of NetScope is that il combines the nel-
work model and traflic measuremaents with an accurate maoda]
of path sclection. Speeifically, NetScope’s rouling module
determines the path{s) choscn by OSPFE for cach tralfic
demand, and the load imparted on cach link as che trullic
flows Lirough the network. The routing maodule captures te
selection af shortest paths tosfram multibomed costomers and
peers, Lhe splitting of tralfic across multiple shartest path
reuies, il the multiplexing of layer three links over layer two
trunks. ‘I'hese capabilitics in NetSeope allow a vser to explore
the inmpact of changes in traffic demands or nonderlying net-
work opology,

[eth Sedection to Appraximeote OSPF Routing

The OSPLE protocol defines how routers within an arca
exchange link staie information and compute shortest paths
based on the sunt of the link weights, The link weights arc
slatic and are typically conligured based on the link capacity,
physical distance, and some notion of the cxpected traffic
load. The chosen paths do ot change unless a link or router
failure oceurs, or the OSPU paramelers are reconfigured,
These are rare events, particularly for the backbone links that
participale in the routing protocol. As such, NetScope consid-
ers o single instanee of the network topelogy and QSPL con-
figuration, and does not siinulate the details of the O8PT
protocal, such as the flooding of link state advertisements or
the exchange of “helle” messages. Perlforming the path selec-
tion computation inside the tool, rather than vsing the tor-
warding tubles or traceroutc results divectly, facilitales
experimentation with alterunate OSFET configurations and dit-
ferent topologics.

When all of the backhone links reside in a single OSPBL
area, palh seleclion simply involves computing the shortesl
paths. between cach palr of routers based on the link weights,
In a hierarchical nctwork, traffic between twa routers in the
same arca follows a shortest path within the area, cven if the
nctwork has a shorter path that involves links in other areas.
When traflic must travel belween routers in different arcas,
the paily depends un how nwuch information cacl arca has
aboul ils neighbors. Currently, our routing module assumes
that the network does nol summarize routing informalion at
avea boundaries, In the absence of route summarization, cach
border router reports the cust of the shortest path(s) 1o cach
of the ather routers in the arca, and the tratfic between
routers in different arcas simply follows a shortest path with-
out regard to the arca boundaries. The roules are computed
using Dijkstra’s shortest path first algorithm.
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OSPT Tie Breaking

PPath seleetion becomes more complex wheno there are sultiple
shortest paths between a paic of routers. Such tics acisc very
naturally wiien the network topelogy bas purallel links
hetween adjacent routery for additional capacity. Tiey also
surface when many of the links in the network have similar
weights, This is sometimes done intentionally 1o increase the
cffective capacity between two endpoints. The presence of
multiple shortest paths allows (or load balancing ol the trallic
between the two endpoints. This is achiceved by allowing the
IP forwarding fable o have mulliple oulgoing links associaied
with o single destination prefix, Rather than allernating
between these links at the packet level, routers typically
attempt o forward packets [or the same source-destination
pair along a single path; this reduces the likelihood that pack-
ets from the same TCP connection acrive out of arder at the
receiver, Load balancing is typically achieved by performing a
kash funetion on the source and destination IP addresses of
cach packet. The value of the hash function determines which
outpaing link should carcy the packet.

In theory, the details of the tie-breaking function could he
modeled in the NetSeope tool. However, Lthis would signili-
antly complicate the path selection computation, and would
reguire computing traffic demands at a significantly finor level
of granularity. 1n addition, the details of the hashing (unction
and how the ovtputs of the hash funclion map to particular
cutpoing links are not specilicd by the OSTE prolocol and, as
suely, depend on the vendor’s implementation. L'ortunately,
these details are usually not important. 'The hash lunclion is
designed to support an cven splitting of trallic across mulliple
vulgoing links, especially for backbone links that carry a
diverse mixture ol traffic with different source and destinalion
addresses, As such, cur routing model splits traffic evenly
across cach of the outgoing links along a shortest path, For
cxample, if a conter hag four outpoing links on shortest paths,
cicl link would curry 25 pereent of the tralfic. The division of
traffic is recursive, with the downstream routers dividing the
traffic acrass cach of their ontgoing links, as showa in Iig, 4,

Muttihomed Cuslomers and Peers

Ax discussed carlier, traflic from o customer is represented as
A demand rom an aceess Link 1o a sel of peering links (X},
Similatly, the traflic to a customer is represented as a demand
trom a pecring link (where the traftic was measured) to a sct
ol aceess links (Y;). The choice of a particular peering link
{access link) from the sel X; {¥)) depends on OSPYF routing, A
set of links can be represented as a logical node, as shown in
Fig. 3. Traftic travels to the closest link along a shortest path.
The chosen link, as well as the chosen path, depend on the
link weights, We madel the sclection of the shortest path to
the closest node by assuming that the logical links all have (the
same OSPYF weight (e.g., a nominal weight of 1), Under this
assumption, a shortest path to a logical node X; (Y;) travels
througl the approprizte peering link (access link).

lu the end, the routing module operates on a sct of

demanls, cach traveling from one peering link (access link) to
sl of access links (peering links), T'he module computes the
set of shortest path routes based on the topology and QSPLY
canliguration, and deternines how the demand splits across
the multiple paths. Repeating this process for cach demand
results in an estimate of the load imparied on cach link, Then
the rouiing maduole determings the koad on cach tronk (layer
two link) by sumning across the associated {layer three) links.
The generality of the rewting model facilitates experiments
with altcrnate topologics and OSTY conligurations, as
deseribed in the next section, NelScope also supports experi-
mentation with the BGT policies for outhound traffic by
chanping the sets of peering links associated with external net-
work addresses,

Visualization

The NelScope visualizalion enviromnent provides many ways
o explore the data associated with an [P backbone network,
and the ability to perform what-if experiments, This scetion
pives a briel overview of the visualizalion environment, fol-
lowed by a demonstration of using the tool. ‘The demonstration
addresses the trafllic engincering task of reducing (he toad on
the netsvork’™s most ulilized link using an artificially construeted
topology and set of traflic demands.

Objects

The NetScope data model s decomposed inte a set of ohjects
(e.g., objects representing cach router and link). We associate a
list of attribotes with cach ohject, as discussed catlier. The visu-
alization cnvironment provides a way to cxamine each object
and see all of its atrcibutes. For example, Fig. 5 shows the link
pancl, The attributes displayed arc for the link underlined in
the upper lelt, namely the interface POS3/0/A {rom o rouler in
Dallas, Texas, which termioates [n a router in Los Angeles, Cal-
ifornia. This link is implemented via packet-over-SONLT tech-
nology and therefore hus only one associated physical link
(plink): itselE, NetScope allows for casy navipation hetween the
objects. For example, statting at a link, it is straiphtforward to
find the routers where this link terminates, Starting at a router,
il is casy Lo find the links that terminate there.

Statistics

NetScope maintaims statistical information associated with
objects, Tor example, a link wiilization statistic is a percentage
associated with cach link. There is no restriction on how many
statistics can be associated with an objeet type. For example, it
is possible Lo keep link utilization on an hourly basis tor a full
week. Statisties can be static (read from a file, or compuled
anee) or dynamic (awtomatically recompulted as needed).
NetScope has many ways of displaying statisiics. 'or ohjects
that have graphical represeatations such as links or nodes,
NetScope can make the size or color of the abject be propor-
Lional Lo the value of the statistic, providing a visnal represen-
Lation of the statistic. The fitst step of our traffic engineering
task is to visnalize the otilization.

Figure & shows such a screendump [rom NetScope operat-
ing on our attificially constructed network tapology. liach
node corresponds to a router, and cach edge te a backbone
link. The thickness and color ot the edges correspond to the
utilization on that link. The links with low utilization are thin
andd yellow, while those with high utilization ace thick and red,

The smaller window in the ligure is the link statistics win-
dow. This window displays infornation about statistics, and
allows the vser Lo visualize statistics in nuany ways. From
this window, the vser can specify which statistic {if any)
should be used to determine the size or color of the objeets,
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The statistics window alse displays summary statistics for
cach liuk statistic. Under the columns tabeled Min, Max,
anid Ave, we see Lhe minimum, maximam, snd mean valuc
{over all Hinks) lor cach displayed statistic (c.g., the ave is
8.83 pereent).

NetScope has the notion of a current oliject for each type.
An object beeomes the currend objeet when cither it is sclect-
ed or the mouse is moved on top of {t. The column labeled
Corrent shows the nlilization value for thai link, with ihe
name of the current link displayed below the menu bar. T the
statistics windmy in Fig. 6, we sce that the current link is the
interface FOS3/0/0 on a backbone rouler in Dallas, and that
the utilizaiion on that link is 29,27 pereent. 1¥rom this window
the user can also produce other views ol statistics, such as his-
tograms (showing how many links have otilization that Falls
into a certain range) or tables, [ is also possible 1o correlate
different stalistics for the same object type. This can be dane
either via u scatter plat or, for example, by using the color of
the Hines o visualize highly utitized links and their thickness (o
visualize links with higly delay.

tocating Floavily Loadoed links

To linish the ficst step of our example tratfic engineering task,
the NetSeope user needs to identily the most heavily loaded
link, NetScupe has powerlul seareli tools that allow the user t
periorm complex querics on all objeets via a find panel, as
shown in the eximple in Fig. 6. Given that the masimum otiliza-
Lion for our example is 67.59 percent, the user asked the ool w
lacate all links with a utilization value above 60 pereeat. By
passing the mouse over cach link listed herc one can casily Tingd
the link with the Lighest utilization. {There are also other ways
to Tind this link, such as a histogram or table.) L this casc we
lind that the link with the highest utilization is o cross-country
link {rom Washington, [2.C. o San Franeisco, California,

The queries allowed i 1he Find pancl are very general and
cant refer to arhitrary atributes and statistics. Aller locating
an interesting subsetl of data, NetScope allows the wser to
rostrict Lhe current view Lo only that subset, For example, if
the user was only interested in the backbone links, the user
could find that set of links and then make i the active sel by
clicking on the Make Active button. Changing the active sot
automatically causes several chanpes, "The display changes to
show only those links that are now active, The minimum, max-
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M Figure 5. The link panel, displaying the attvibutes of a backbone
fistk.

imum, and average are recomputed over the new active sct.
Finally, the colering and sizing of links (if torned on) will
chanpe to refleet the new range of values,

fraffic on o tink

Cantinving with the traiflic caginecting cxample, we next nece
1o identily which traffic demands contribute to the load of the
highly ntilized link. The link carries (ralfic for a collection of
ditferent demands, NetScope’s data and routing models allow
us W see the source mind sink tree ol all traffic demands using
the link. Tach object has 2 menu associated with it, with oper-
atiomns which apply 1o that abject. This menu includes some
general abjeet opervations such as gel information, select,
zoon, and operations speeific to the object type. The link
menu, for example, includes the aption of Mnding all traflic
demands with shortest path routes that include this link. This
query is exceuted via the demand (ind panel. By using the
Make Active bution in this window, we restrict NetScope’s
view tw this set ol demands, The statistics and their graphical
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® Figure &. (L.eft) Link wiitiztion displuyed as size and color of links; the smalfer window ix the Link Statistics window. (Right] Finding

aff links with wtifization above 60 percent.
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visualization {e.g., the colors of the links) will be adjusted
" antomatically.

To facus our atiention on the chosen demands, we aclivate
only the links ihat carry one or more of these demands, The
resulting view is shown in Fig 7. At fivsl glanee, it may scem
confusing that the resulting graph is not a tree. However,
OS5PY Lie breaking introduces multiple paths for each demand;
hence, we gel a directed acyclic praph instead of a tree, What
appears lo be a cycle in the patt of the topology shown in Fig.
7 are directed links pointing ¢ither o San lrancisco or from
Washington, D.C. Ta illustrale the impact of OSPY te break-
ing on rowte selection, Fip, 7 also shows how one such demand
is routed through the network, This rowte from Washington,
I3.C. to Scattle, Washington, uses three paths through the net-
work, one of them using the heavily utilized link from Wash-
ington, I2.C. to San Francisco [ollowed by the link from San
Iranciseo to Scaitle. The other two routes use the Hnk from
Washington, D.C. to Chicago, Hlinois, and then the (wo paral-
lel links between Chicago and Scattle.

Changing Routes

The obvious approach to alleviate the congestion on the high-
cst ulilized link, other than increasing the capacily of the link,
is to increase the OSPY weight of the link in order to change
the routing. This will toud o move tratfic from that link to
other links. NetScope allows the user 1o modifly OSPL weights,
Upon changing the OSPT weights, NetScope recaleulates atl
routes for all active traffic demands. The ool then updates all
statistics bused on the traffie, including link load and utifiza-

N Aouin
i kuove
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welght fo 1y to move (raffie off a link: before (left) and after (right} picitires,

Lion. In order to compare alternate settings ol OSPE weights,
NetScope maintaing two different sets of weights, onc ihat can
be manipulated and one that aels as an anchor.

Figure & shows the network otilizaiion before Inereasing
the OSPE weight of the highest utilized link and after chang-
ing the weight, Yo simplify the visualization we use o differ-
cnt coloring scheme in this and subscquent figures. Links
with low utilization (at most 30 peccent) are preen; links with
medium wtilization (hetween 30 percent and 60 pereent) yel-
lowys links with high utilization (over 60 percent) red. Bofore
the change the most utilized link had a utilization of 67,59
pereeat. Changing Lthe OSPH weight reduces the link utiliza-
tion to 50.09 percent, Unforlunately, a link from Washington,
D.C, to Chicago, which previously had faiely low utilization,
now has 69.70 pereent utilization, Tt is possible 10 explain this
by going back to Fig. 7. By increasing the G811 weight on
the link between Washington, D.C. and San Francisco, the
path from Washinglon, 13.C. to San Iranciseo to Scattle is
removed from the path set fov the denund from Washington,
D.C. to Scattle. The same is true for the demand trom Wash-
ington, D.C, to Dallas, The implication is Ut the traflic
which used 1o [low on the link between Washinglon, D.C.
and San Francisco now triverses the link from Washington,
11.C. to Chicapo. This illustrates one ol the difficultics in
managing an 1F network: a small local change can have sip-
nificant glohal impact.

Based on this understanding of the traffic pattern, one
might want to decrease an OSPEF weight on a dilferent link
so that it will attract more tralfic. From the above discus-
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M Figure 9
a hetter sodidfon.

sion ane can identily the traffic demand between Wasling-
ton, 1.C. and Dallas as a good targel. Consequently, the
link between Washinglon, D.C. and St {.oois, Missouri, is a
good tarpet link. Figure 9 shows 1he result of such a change,
This time we succeeded in decreasing the total maximum
utilization 1o less than 61.5 percent. To decrease the otiliza-
tion even further, & traffic cugineer might wanl Lo iterate
the procesy we have itlustrated for the now highly utilized
link between Chicago and Cambridpe, Mussachusetts. Aller-
natively, an optimization tool can sulomate all or part of
these tasks; this vequires citicient alporithms lor selecting
OSPT weights based on a given topology and set of tralfic
demands [8].

Conclusions and Tuture Work

The NetSeope toolkit integrates sccurale models of (opolo-
py, traflie, and routing with a flexible visualization environ-
ment to support tratfic cogincering in large BSP nelwarks,
The power of the tool stems from the integrated data model
which provides a networkwide view of configuration informa-
tton andd traffic stalistics together with a routing model. The
topology model includes the network conneetivity, link
capacitics, and the paramaters comtrolling intradomain rout-
ing, derived from the router configuration liles, Trallic
demands are computed based on cdge measurcments, and
aggregated to the coarsest level that still permits accurate
maodeling of intradomain and inlerdomain routing. Prawing
on the tratlic demands and Lopology model, the routing
maule determines the lond imparted on layer theee links
and layer two trunks under a varicily of network conligura-
tions, These madules, coupled with the Tlexible visualization
environment, caable users to investigate alternative configu-
rations ofiline without disrupling the operational network, In
addition, the framework readily supports additional modules
for antomated network oplimization and performance
debugging,

As part of our ongoing work, we are evolving the ool 10
operale on a continuous feed of topology and tralfic dala, 1o
track changes in the network conliguration and usage pat-
terns. In addition, we are analyzing the statistical properties of
the measyred traffic demands 1o determine how the load
between access and peering links fluctuates on varions
timescales. "Uhis traftic analysis is critical to determining the
appropriate limescale for exercising control over the network,
stch as changing the configuration of intra- or interdomain
routing, We are also investigating how the traflic demands
would change after network reconfiguration. For exauple,

flows regulatcd by congestion control mechanisms sueh as
TCE wmay be able to transmil packets more ageressively il a
rouling change alleviates congestion on bottlenecked links, [n
addition, we are exploring the use of NetScape lor traffic
engineering and admission control for the mixture ol traffic
clusses proposed for differentinled services. We believe (hat
the NetScope approach to combining topolopy, traffic, and
routing can serve as o general underpinaing {for munaging the
performance of lge ISP networks.
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