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Unsupervised learning and pattern discoveryUnsupervised learning and pattern discovery

So far, our data has been 
in this form:
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What do we expect to learn from such data?

I have tons of data and need to:

organize it better – e.g., find subgroups

understand it better – e.g., understand interrelationships 

find regular trends in it – e.g., If A and B, then C



Hierarchical 
clustering as aclustering as a 
way to organize 
web pages



Finding association patterns in data …



Dimension reduction for visualization
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Monthly spending

.. . . .. . . ..
. . ..

.
. . ..

.
. . .... . .....

Monthly income



Clustering ExampleClustering Example
Monthly spending

.. . . .. . . ..
. . ..

.
. . ..

.
. . .... . .....

Monthly income



What is ClusteringWhat is Clustering

• In general clustering can be viewed as anIn general clustering can be viewed as an 
exploratory procedure for finding 
interesting subgroups in given datainteresting subgroups in given data

• Very commonly, we focus on a special 
kind of clustering:kind of clustering: 
– Group all given examples into disjoint

subsets of clusters such that:subsets of clusters, such that:
• Examples within a cluster are (very) similar
• Examples in different clusters are (very) differentExamples in different clusters are (very) different



Example ApplicationsExample Applications
• Information retrieval – cluster retrieved documents to 

present more organized and understandable resultspresent more organized and understandable results
• Consumer market analysis – cluster consumers into 

different interest groups so that marketing plans can be 
ifi ll d i d f h i di id lspecifically designed for each individual group 

• Image segmentation: decompose an image into regions 
with coherent color and texture

• Vector quantization for data (i.e., image) compression: 
group vectors into similar groups, and use group mean 
to represent group membersto represent group members

• Computational biology: group gene into co-expressed 
families based on their expression profile using different 
tissue samples and different experimental conditionstissue samples and different experimental conditions 



Vector quantization for image 
compression

127,292 bytes701,554 bytes



Important components in clusteringImportant components in clustering

• Distance/similarity measureDistance/similarity measure
– How to measure the similarity between two 

objects?
• Clustering algorithm

– How to find the clusters based on the 
distance/similarity measures

• Evaluation of results
– How do we know that our clustering result is 

good



Distance Measures 
• One of the most important question in 

unsupervised learning, often more important g
than the choice of clustering algorithms

• There are a set of commonly used distance 
measures

• Let’s look at them and think about when each of 
them might be appropriate or inappropriate



Common distance/similarity measuresCommon distance/similarity measures
• Euclidean distance ∑
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• City block distance (Manhattan distance)

• Cosine similarity

• More flexible measures: 2
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one can learn the appropriate weights given user guidance

Note: We can always transform between distance and similarity using aNote: We can always transform between distance and similarity using a 
monotonically decreasing function



How to decide which to use?
• Usually need to consider the application domain, you 

need to ask questions such as:
– What does it mean for two consumers to be similar to each 

other?  Or for two genes to be similar to each other?
• Ideally we’d like to learn a distance ftn from user input

– Ask users to provide things like object A is similar to object B, 
dissimilar to object C

– Learn a distance function to correctly reflect these relationships
– This is a more advanced topic that we will not cover in this class, 

but nonetheless important  
• When we can not afford to learn a distance measure, 

and don’t have a clue about which distance function is 
appropriate, what should we do?

• Remember, clustering is an exploratory procedure and itRemember, clustering is an exploratory procedure and it 
is important to explore – i.e., try different options



• Now we have seen different ways that oneNow we have seen different ways that one 
can use to measure distances or 
similarities among a set of unlabeledsimilarities among a set of unlabeled 
objects, how can we use them to group 
the objects into clusters?the objects into clusters?

• People have looked at many different 
approaches and they can be categorizedapproaches and they can be categorized 
into two distinct types



Hierarchical and non-hierarchical 
ClusteringClustering

• Hierarchical clustering builds a tree-based hierarchical 
taxonomy (dendrogram)

i lanimal

vertebrate invertebrate

fish  reptile      L mammal      worm    L insect

• A non-hierarchical (flat) clustering produces a single 
partition of the unlabeled datap

• Choosing a particular level in the hierarchy produces a 
flat clustering

f f• Recursive application of flat clustering can also produce 
a hierarchical clustering.



Hierarchical Agglomerative Clustering 
( C)(HAC)

• Assumes a distance function for determining the 
similarity of two instances.
– One can also assume a similarity function, and 

reverse many of the operations in the algorithm to 
make it work for similarities

St t ith h bj t i t l t d• Starts with each object in a separate cluster and 
then repeatedly joins the two closest clusters 
until only one cluster is leftuntil only one cluster is left

• The history of merging forms a binary tree (or a 
hierarchy)hierarchy).



HAC ExampleHAC Example
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HGE F
A   B   C   D   E    F   G   H



HAC AlgorithmHAC Algorithm

St t ith ll bj t i th i l tStart with all objects in their own cluster.
Until there is only one cluster:

Among the current clusters determine the twoAmong the current clusters, determine the two 
clusters, ci and cj, that are closest

Replace ci and cj with a single cluster ci∪ cj

Problem: our distance function computes 
distance between instances, but we also need 
to compute distance between clusters.to co pute d sta ce bet ee c uste s

How?



Distance Between ClustersDistance Between Clusters
• Assume a distance function that determines 

the distance of two objects: D(x x’)the distance of two objects: D(x,x ).

• There are multiple way to turn a distance p y
function into a cluster distance function:
– Single Link: distance of two closest members of 

clusters
– Complete Link: distance of two furthest members of 

clusters
– Average Link: average distanceAverage Link: average distance



Single Link Agglomerative Clusteringg gg g
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• Forms straggly clusters – long islands 



Complete Linkp
• Maximum distance of all pairs: )',(max),(
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• Makes “tight,” spherical clusters



Updating the Cluster Distances after 
i i i fmerging is a piece of

• After merging ci and cj, the distance of theAfter merging ci and cj, the distance of the 
resulting cluster to any other cluster, ck, can be 
computed by:
– Single Link:

)),(),,(min()),(( kjkikji ccDccDcccD =∪

– Complete Link:
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• This is constant time given previous distances
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Average Link
B i id i il it b t b f th• Basic idea: average similarity between members of the 
two clusters

• Two options are available:• Two options are available: 
– Averaged across all ordered pairs in the merged cluster
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– Averaged across all pairs between the original two clusters
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– No clear difference in performance

• Compared to single link and complete link: 
– Computationally more expensive – O(n1n2)Computationally more expensive O(n1n2)

– Achieves a compromise between single and complete link



HAC creates a DendrogramHAC creates a Dendrogram
• Dendrogram draws the tree 

such that the height of a tree 
branch = the distance between 
the two merged clusters at that 

ti l tparticular step
• The distances are always 

monotonically increasing
• This can provide some 

understanding about how 
many natural groups there are 
i th d tin the data

• A drastic height change 
indicates that we are merging 
t diff t l ttwo very different clusters 
together

D(C1, C2)


