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Fig. 1. Our method renders a decorative sound texture of a city street during a rainstorm. The images (top row) show the virtual scene from the listener’s
perspective over an eight second time period. The plots (bottom row) show the corresponding color-coded waveform of the rendered decorative sound texture
in the left and right ears. Raindrops hitting the road (blue) is the background texture, raindrops hitting the umbrella (dark green) is the first foreground sound,
and birds chirping (light green) is the second foreground sound. All the foreground sounds and background textures were extracted from recordings at Font
et al. [2013]. The intensity of the background texture increases throughout the eight seconds, as intended by the scene designer. Additionally, the event
frequency of the foreground sounds increases over time, which is also controlled by our methods. This scene is built in CARLA [Dosovitskiy et al. 2017].

Audio recordings contain rich information about sound sources and their
properties such as the location, loudness, and frequency of events. One preva-
lent component in sound recordings is the sound texture, which contains
a massive number of events. In such a texture, there can be some distinct
and repeated sounds that we term as a foreground sound. Birds chirping
in the wind is one such decorative sound texture with the chirping as a
foreground sound and the wind as a background texture. To render these
decorative sound textures in real-time and with high quality, we create two-
layer MarkovModels to enable smooth transitions from sound grain to sound
grain and propose a hierarchical scheme to generate Head-Related Transfer
Function filters for localization cues of sounds represented as area/volume
sources. Moreover, during the synthesis stage, we provide control over the
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frequency and intensity of sounds for customization. Lastly, foreground
sounds are often blended into background textures such as the sound of
rain splats on car surfaces becoming submerged in the background rain. We
develop an extraction component that outperforms existing learning-based
methods to facilitate our synthesis with perceptible foreground sounds and
well-defined textures.
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1 INTRODUCTION
Soundscapes describe the acoustic environment of large scenes and
convey messages about the environment to listeners. Soundscapes
containing sounds such as babies crying, trees rustling, birds chirp-
ing, and fire burning can contribute to a listener’s perception of
environmental changes or immediate danger. Consequently, 360
videos, virtual reality (VR) scenes [Begault and Trejo 2000; Härmä
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(a) A rainy day on a street (b) Rain dropping on the ground (c) Rain dropping on umbrellas (d) Birds chirping nearby
Fig. 2. An example of a decorative sound texture with waveform (top row) and spectrogram (bottom row). (a) A recording of a rainy day on a street consists of
(b) rain dropping on the ground as a background texture, indicated by the light blue border, (c) rain dropping on umbrellas as a foreground sound, indicated by
the dark green border, and (d) birds chirping as another foreground sound, indicated by the light green border. The recording is from Font et al. [2013].

et al. 2004; Shin et al. 2019], and movie scene designs seek real-time
sound synthesis with an emphasis on realistic human perception. In
addition, sound extension and augmentation of data from surveil-
lance videos for autonomous cars, security, and specific sound col-
lections require soundscape design [McFee et al. 2018; McLoughlin
et al. 2015].

Sound textures, which are compositions of many similar random
events, have previously been studied to create real-time and high
quality synthesis [Saint-Arnaud and Popat 1995; Schwarz 2011].
Much work has been proposed for rendering sound textures with
sound texture synthesis [Heittola et al. 2014; McDermott and Si-
moncelli 2011; Verron et al. 2009] and auralization [Schissler et al.
2016; Zhang et al. 2018, 2019]. However, a recording of a sound-
scape concurrently captures a mixture of sound textures as well
as some distinct sounds [Zhu and Wyse 2004]. For example, in the
scenario shown in Fig. 1, some raindrops hit the ground, but some
raindrops hit other material such as umbrellas or cars making a
different sound. If we render all raindrops as a single sound texture,
the spatial information of dynamic objects in the soundscape, such
as umbrellas or cars, will be ignored, creating inconsistency with
the expected human perception.

We define decorative sound textures in which foreground sounds
coexist with background textures as shown in Fig. 2. The sound of
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(a) Left Channel (b) Right Channel
Fig. 3. Background textures have a homogeneous difference in loudness to
the (a) left ear and (b) right ear; while the foreground sound events (green
boxes) have varying differences. In this example, the background texture is
rain drops hitting the ground and the foreground sound is heavy rain drops
hitting a metal roof. The recording is from Font et al. [2013].

raindrops hitting the ground is a background texture, while the
sound of raindrops hitting umbrellas, and birds chirping are fore-
ground sounds. Background textures are homogeneous and station-
ary, so they provide constant information over a period of time [Kell
and McDermott 2019]. On the other hand, foreground sounds are
collections of repeated sounds which have similar spectrogram
patterns and clear boundaries between sounds. They also have a
distinct frequency distribution [Panda and Srikanthan 2011] and of-
ten have a higher sound pressure level than background textures do.
Furthermore, based on our observation of the audio recordings, fore-
ground sounds vary more in temporal frequency over time, shown
in Fig. 3, and expose stronger localization cues, i.e., the amplitudes
are different for the left and the right ears.

As a supplementary pre-processing step, we provide an extraction
method which enables users to extract foreground sounds from
a background texture. This method uses a 1-D mask in the time
domain of the spectrogram and preserves the background texture
with minimal distortion. After extraction, foreground sounds and
background textures can be attached individually to area/volume
sources in virtual scenes.
To render decorative sound textures in real-time, we propose

a granular sound synthesis method with a Markov model and an
auralization method with Head-Related Transfer Functions (HRTFs)
that render foreground sounds and background textures robustly
while focusing on realistic human perception. Due to the differ-
ent properties of foreground sounds and background textures, we
develop different schemes to render the sounds respectively. To syn-
thesize decorative sound textures, we propose a two-layer Markov
model. The first layer captures the dependency of foreground sound
events and the changes in background texture entropy, while the
second layer reproduces smooth transitions using a Markov chain.
The two-layer Markov models allow the temporal frequency of fore-
ground sounds and the entropy of the resulting background textures
to be controlled, following events in the virtual scene. In order to
efficiently auralize decorative sound textures from large and dy-
namic area/volume sources, we employ a hierarchical grid structure
to encode HRTFs from an HRTF database on 2D interaural-polar
coordinates. Since foreground sounds can indicate isolated posi-
tions of some objects, we sample points in the area/volume sources
based on the listener’s perception and render the sound from the
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sampled points. For background textures, we render sound from the
entire area/volume sources by summing the pre-integrated HRTFs
in hierarchical grid cells that contribute to the sources. We mix the
resulting foreground sounds and background textures for the final
decorative sound textures for the listeners.
The major contributions of our work are:
• A practical approach to extract foreground sounds from back-
ground textures.

• A two-layer Markov model for real-time sound synthesis
that captures the different properties of foreground and back-
ground components and allows user control of these proper-
ties at run-time, and

• An efficient HRTF-based auralization with a hierarchical
grid scheme and location sampling for dynamic area/volume
sources in free field.

We demonstrate that our decorative sound texture rendering tech-
nique generates realistic real-time audio following events in virtual
scenes with Unreal Engine 4TM. We conduct experiments to show
the high reliability of our decorative sound texture synthesis and
the efficiency of our HRTF-based auralization with the hierarchical
grid. Furthermore, we conduct a perception evaluation with user
studies of our synthesis and auralization.

2 RELATED WORKS
There is much work in the area of soundscape rendering with sound
synthesis, sound auralization, and sound propagation. We summarize
some of the work most closely related to ours in the following
subsections.

2.1 Sound Synthesis
A set of synthesis methods has been developed for a wide range
of sounds. Much effort is also seen in real-time synthesis. There
are three dominant categories of methods based on their strate-
gies: granular synthesis, filter-based synthesis, and physically-based
synthesis.

Granular Synthesis [Roads 1988] is a common scheme for sound
synthesis which splits input recordings into short audio clips, called
grains, and reorders the grains to create new sounds. Much work
exists on this concept, and they differ in how they conduct the sound
texture analysis and which metrics they use to guide the grain com-
binations [Heittola et al. 2014; O’Leary and Roebel 2014; O’Leary
and Röbel 2016; Schwarz 2011]. All of the aforementioned work
focuses on offline sound synthesis. Schwarz and Caramiaux [2013]
present a real-time sound texture synthesis approach using a simi-
larity metric based on descriptor choice for sound texture grains,
but this work is not suitable for foreground sounds.
The idea of using Markov models for synthesis can be found in

music synthesis [VanDerMerwe and Schulze 2010] to ensure natural
transition between unit segments. Another approach, termed lapped
texture synthesis in computer graphics [Praun et al. 2000], also em-
ploys the idea of assembling similar grains or patterns but without
blending between overlapping patches. This technique works best
for textures that have clear sound boundaries and are homoge-
neous. The example-based synthesis method proposed by Wenger
and Magnor [2011] segments the grains at the correct location of

audios and interchanges similar grains based on an error matrix
for Markov models in real-time. They further employed a multi-
resolution scheme to reduce the computational cost and local rep-
etitions of sounds. However, for foreground sounds, considering
the similarity is insufficient since the time lapse and dependency
of the sound events are also important. Furthermore, due to the
global structure of background textures, such as wind from steady
to gusty and tidal ocean waves, an incorrect segmentation can make
transition of resulting sounds abrupt and unnatural to listeners. Our
motivation is to achieve real-time synthesis for decorative sound tex-
tures and to control the synthesized results. We propose a granular
synthesis method with a two-layer Markov model that can repro-
duce the transition and dependency of foreground sound events and
the global structure of background textures.

McDermott and Simoncelli [2011] proposed a filter-based synthe-
sis method that utilized noise signals for sound texture synthesis by
measuring statistics on the noise. They presented a statistical model
based on temporal and spectral correlation of frequency sub-bands
in a given sound texture. With the statistical model, McDermott and
Simoncelli developed a filtering process on noise to reproduce sound
textures. Liao et al. [2013] and Bruna andMallat [2013] extended this
concept by including different statistical models for better sound
texture synthesis. However, since noise is a continuous signal, the
filter-based synthesis falls short when synthesizing sounds with
a sparse distribution (i.e., foreground sounds). Additionally, these
filter-based synthesis methods require long computation time to
synthesize audio. They would not be applicable for real-time ren-
dering.
For a more realistic sound, some work employs physical mod-

els to guide the generation of sounds. A practical framework for
physically-based synthesis is presented by Wang et al. [Wang et al.
2018] with a wide variety of physical simulation models. Some meth-
ods are tailored to a particular type of sound such as rain [Liu et al.
2019], fire [Chadwick and James 2011], or fluids [Zheng and James
2009] for high quality synthesis. These physically-based synthesis
models can reproduce the complex physical phenomena of nature
sounds in virtual scenes, but due to the heavy numerical computa-
tion, these sounds are often rendered offline for animations.

2.2 Sound Auralization
There is much existing research that addresses how to effectively
deliver the spatial information of acoustic events to listeners in
virtual environments. The listeners rely on the following cues for
sounds in space: interaural level differences (ILD which measures the
difference in level and frequency distribution of a sound between
the two ears), interaural time differences (ITD which measures the
difference in time of a sound arriving at each ear), and directional
transfer function (DTF which measures how a listener’s head, ear
canal, pinna, and torso change the intensity of sounds with different
frequencies at each ear). Using HRTF is one common technique to
capture sound propagation from a specific position to the listener’s
ears, and to facilitate realistically describing the changes of ILD, ITD
and DTF due to the listeners’ movement.

In virtual scenes, binaural rendering is reproduced by performing
convolution of the audio signals with HRTFs. For compression and
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Fig. 4. Rendering of a decorative sound texture includes sound synthesis and auralization. (a) We provide a foreground sound extraction algorithm to create a
decorative sound texture with foreground sounds and a background texture on area/volume sources in virtual scenes. (b) At run-time, for decorative sound
texture, we synthesize the foreground sounds (green) and background texture (blue) with different Markov model designs. (c) For decorative sound texture
auralization, we compute the convolution of the synthesized sound and HRTF filters constructed with hierarchical grids to efficiently capture the location
information for the area/volume sources of foreground sounds and background textures. We mix the auralized foreground sound and background textures to
generate the final sound for the listener.

computational efficiency, there are two representations of HRTFs:
the spherical-harmonics (SH) HRTFs [Evans et al. 1998; Rafaely and
Avni 2010; Romigh et al. 2015] and HRTFs by interpolation meth-
ods [Begault and Trejo 2000; Freeland et al. 2002; Gamper 2013].
Although projecting the measured samples onto a SH basis can
be computationally efficient, SH representations might distort the
measured HRTFs [Rafaely and Avni 2010]. Moreover, the given SH
order limits the maximum frequency that can be accurately repre-
sented [Romigh et al. 2015]. Schissler et al. [2016] use an area/volume
source projection based on Monte Carlo methods and SH HRTFs to
render area/volume sources. In this case, the number of rays used in
ray-intersection testing with theMonte Carlo method becomes a fac-
tor that influences performance. In contrast, our HRTF auralization
is based on interpolation representation of HRTF samples using the
full resolution of the database. We sample the area/volume source
on a grid space and accelerate the HRTF construction with a hierar-
chical grid which helps reduce the number of the ray-intersection
tests for background textures.

2.3 Sound Propagation
We categorize the previous work of sound propagation into numer-
ical acoustics [Raghuvanshi et al. 2009; Raghuvanshi and Snyder
2018] and geometrical acoustics [Cao et al. 2016; Schissler et al. 2014].
The numerical acoustics methods solve the wave equation to create
a precise sound propagation, while the geometrical acoustics meth-
ods utilize rays to efficiently approximate the sound propagation.
For ambient sounds, Zhang et al. [2018; 2019] simulated sound fields
with incoherent sources by encoding the resulting power over the
direction, the position in scenes, and the rapidity of received events
for real-time computation. Our work currently focuses on sound
synthesis and sound auralization for decorative sound textures in
free field, and improving this aspect is part of our immediate future
work.

3 OUR METHOD
Our system contains three different stages: i) decorative sound tex-
ture pre-processing, ii) synthesis, and iii) auralization. In the first
stage, we create decorative sound textures in virtual scenes, either

from existing foreground sounds and background textures, or from
a recording that we apply our extraction algorithm on. For render-
ing, foreground sounds and background textures are attached to
area/volume sources of triangular meshes and spheres in the scene.
In the second stage, at run-time, foreground sounds and background
textures are synthesized with pre-built two-layer Markov models.
In the last stage, we auralize the synthesized foreground sounds and
background textures in area/volume sources through the convolu-
tions with constructed HRTFs. Our method is depicted in Fig. 4 and
we describe the involved details next.

3.1 Decorative Sound Texture Extraction
A decorative sound texture consists of arbitrary foreground sounds
and a background texture from recordings. However, a recording
typically includes multiple sound sources and types, and obtaining
modular components of the recording can maximize the use of each
component in a soundscape. For example, birds chirping in the wind
can be segmented into two modular components: bird chirping and
wind blowing. Furthermore, we believe that foreground sounds are
dependent on the background texture, i.e., birds chirping in the
wind is different from birds chirping in a windless environment. To
create decorative sound textures from a recorded mix of foreground
sounds and background textures, we propose an algorithm to extract
foreground sounds while preserving the background texture from
the recording.
We build our extraction algorithm based on the probabilistic

latent variable model (PLVM) [Bryan and Mysore 2013; Smaragdis
et al. 2006]. The PLVM models the sound spectrum as distributions
with the probabilistic latent component analysis and extracts sets of
distinct sounds that are sparsely distributed in audios. We treat the
spectrogram of a given recording as a linear combination of spectral
components over time. Since the recording may contain multiple
foreground sounds, we reject unwanted time frames through a 1-D
mask. This rejection mask guarantees that our algorithm can find
the target foreground sound even when it overlaps with the other
sounds. By recursively extracting the foreground sounds, we obtain
the background texture of the recording, which is the remaining
sound.
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However, it can be difficult for PLVM to extract sounds from noise
such as a background texture, so we propose a two-stage extraction
method. These two stages estimate different penalties based on
the property of decorative sound textures, where the background
texture is locally stationary and quieter than the foreground sounds.
The first stage locates the potential target foreground sound and
the second stage computes the probability that the residual portion
is still the target foreground sound. The penalty represents the
posterior probability that a frame is the target foreground sound.
A penalty equal to 1.0 implies the frame is the target foreground
sound. A penalty equal to 0.5 is the default setting of PLVM for
unsupervised learning.

To estimate the penalty, we first transform the audio signal to the
Mel-spectrogram that weighs frequency bands on the spectrogram
based on human perception [Rabiner and Schafer 2011]. We then
measure the overlap between the target signal and residual signal
to compute the penalty. When a sound is distinguishable from the
other sounds, it implies that this sound has a higher intensity or it
occurs at a different frequency band. Therefore, for two time frames
i and j in the Mel-spectrogram, the overlap measure is performed
with the spectral power in time-frequency bins as

η(ei , ej ) =

∑
f min(ei (f ), ej (f ))∑

f ei (f )
, (1)

where ei (f ) is the Mel-spectral power of the frequency band f for
time frame i and η(ei , ej ) indicates the percentage of ei that’s inside
ej .

For the first stage, we collect the time frames outside the 1-D
rejectionmask,R, as the potential target foreground sound. Since the
background texture is locally stationary, we segment the continuous
time frames inR into clips to maintain the local features of the sound.
For each frequency band, f , we gather the maximum Mel-spectral
power, emax (f ) and the penalties, Pe(f , i). For each time frame, i is
estimated as

Pe(f , i) =

{
0.0
0.5

if η(ei , emax ) > 0.98
otherwise . (2)

We then obtain the potential frames, T , of the target foreground
sound. The results based on the first stage penalty are shown in
Fig. 5 (a).
In the second stage, shown in Fig. 5 (b), we further separate the

target foreground sound where the background texture remains in
the potential frames,T , of the first stage. For each frequency band, f ,
to prevent over extraction of the foreground sound, we calculate the
minimum percentage of the 1-D rejection mask, R, that resides in T .
We then estimate the penalties Pe(f , t) for the time frame t ∈ T as

Pe(f , t) =

{
min(1.0 − e ′min (f )

e ′t (f )
, 0.5)

0.5

if η(emin, et ) > 0.98

otherwise
,

(3)
where et (f ) is the Mel-spectral power and emin (f ) is the minimum
Mel-spectral power in R. The spectral powers e ′min (f ) and e ′t (f )
are of the unweighted spectrogram corresponding to emin (f ) and
et (f ). To obtain more precise background textures in R, we also
constrain the spectral power of the background texture in each time-
frequency between e ′min (f ) and e

′
max (f ) after the PLVM extraction.
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(a) The First Stage (b) The Second Stage
Fig. 5. The resulting target foreground sound and residual sound from
PLVM of (a) the first stage and (b) the second stage of extraction.

We evaluate the accuracy of our decorative sound texture extraction
and compare to state-of-the-art approaches in Section 5.1.

3.2 Decorative Sound Texture Synthesis with Two-layer
Markov Model

To achieve real-time synthesis of decorative sound textures, we
adopt the Hidden Markov Model (HMM) which captures the charac-
teristics of events embedded in the extracted grains to retain smooth
transitions and natural event distribution. Instead of learning the
hidden state of the HMM using a statistical approach, we design
the hidden states based on k-means clustering of the grains. We
segment grains of foreground sounds and background textures dif-
ferently. A grain from a foreground sound is one sound event with
a discrete beginning and end, such as one bird chirp; while a grain
from a background texture has uniform length and contains multiple
events, such as many raindrops hitting the ground. Moreover, we
develop the two-layer Markov model that encodes the a priori infor-
mation of decorative sound textures in the first layer. Specifically, for
foreground sounds, the a priori-class layer captures the transition
probability between distinct classes of sounds, such as dogs barking
and birds chirping. For background textures, the a priori-class layer
is constructed by entropy analysis, which guarantees the changes in
the resulting background texture will be either completely random
or random with some repeated structures. Therefore, we can encode
background textures such as wind changing from steady to gusty,
and ocean waves advancing and receding. Fig. 6 depicts the struc-
ture of our two-layer model and the a priori-class of foreground
sounds and background textures.

To construct the two-layer structure of Fig. 6 (a), we first take the
grains, Gi , in an a priori-class of the decorative sound texture and
create an a priori-class state in the first layer. For the second layer
of the HMM, we utilize the k-means algorithm to cluster Gi into
N subsets, {дi j }Nj=1, based on the MFCCs [Muda et al. 2010] which
estimate the similarity of sounds based on human perception. We
then create N hidden states under the a priori-class state for the
HMM layer and attach дi j to the hidden states. Next, we connect
the a priori-class state to each of the hidden states with emission
probabilities (orange arrows in Fig. 6(a)) and the hidden states to
each other with transition probabilities (black arrows in Fig. 6(a)).
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(a) Two-layer Structure (b) Foreground Sounds (c) Background Textures
Fig. 6. A two-layer Markov model consists of (a) structures where an a priori-class state (double circle) links to hidden states (single circles) that contain
clusters of grains (boxes). We first compute the emission probability from the a priori-class state (orange arrows) and, for the HMM, we calculate the transitions
of the hidden states (black arrows) based on the k-means clustering of the grains (rounded rectangle). (b) For foreground sounds, we create the first layer of
the model by connecting the a priori-class states with all others based on the dependency between the class (rounded rectangle with dashed line). (c) For a
background texture, we build up the first layer of the model by connecting the a priori-class states with their adjacent a priori-class states based on the
entropy of the grains in the classes (rounded rectangle with dashed line).

First, the emission probability from the a priori-class state, Li , to
hidden states, ℓi j , is calculated as

Pr (ℓi j |Li ) =
|дi j |

|Gi |
, (4)

where |дi j | and |Gi | are the number of the grains in дi j and Gi .
Second, the transition probability from ℓi j to ℓik is calculated as

Pr
(
ℓik |ℓi j ) =

C(ℓi j , ℓik )

|дi j |
, (5)

where C(ℓi j , ℓik ) is the number of grains in дi j which come before
a grain in дik in the original recording. The emission and transition
probabilities allow us to recreate the distributions and dependencies
of grains in the original recording.

At run-time, our algorithm samples grains in the layers according
to the current a priori-class state of the a priori-class layer, and the
current hidden state of the HMM layer. We develop two rules for
sampling:

(1) When the current a priori-class state enters the a priori-class
state Li , our algorithm will randomly set the current hidden
state to ℓi j based on the emission probabilities, Pr

(
ℓi j |Li ),

where j = 1, 2, ...,N .
(2) If the current a priori-class state stays in Li , our algorithmwill

randomlymove the current hidden state from the hidden state,
ℓi j , to another hidden state, ℓik , according to the transition
probabilities, Pr

(
ℓik |ℓi j ), where k = 1, 2, ...,N .

After obtaining the hidden state, our algorithm then uniformly sam-
ples a grain from the cluster of the hidden state, and appends the
grain to the output audio sequence. However, since foreground
sounds and background textures have very different properties and
usages, we propose different schemes to compose the basic struc-
tures of two-layer Markov models. We describe the details in the
following subsections.

3.2.1 Two-layer Markov Model for Foreground Sounds. To construct
the model, we treat each given class of the foreground sounds as
an a priori class and create an a priori-class state. First, we seg-
ment the input audio of foreground sounds into grains of individual
events, which is similar to onset detection [Bello et al. 2005; Davis

and Agrawala 2018]. We exploit the Mel-spectrogram that down-
samples frequency bands based on human perception; otherwise,
the comparison will not be applicable for high frequencies where
the audio can have very small energy. For each time frame, if the
Mel-spectral powers of the input audio is larger than the background
texture in one of the frequency bands, we consider this frame as a
part of the foreground sound and we collect the continuous frames
as the grains. With the grains, we create links between the a priori-
class states in the a priori-class layer in a similar way to the HMM
layer and we additionally compute the transition probability of the
a priori-class states.
In the HMM layer, since the foreground sounds are discrete in

time, we encode the time lapse between grains in the recording by
regressing the lapses according to a Gaussian distribution. From
the transition of a hidden state, ℓi j , to another hidden state, ℓik , we
search the grains in ℓi j that are in front of the grains in ℓik . We
then collect the time lapse between the pairs of grains and compute
the mean, µi (ℓi j , ℓik ), and variance, σi (ℓi j , ℓik ). Therefore, the time
lapse of ℓi j to ℓik is modeled as

δ (ℓi j , ℓik ) = α(µi (ℓi j , ℓik ) + κσi (ℓi j , ℓik )), (6)

where κ is a random variable in [0, 1] and α is a control parameter
for modifying the temporal frequency of foreground sounds. For
the time lapse of a priori-class states, we use the same description,
δ (Li , Li′), by counting the time interval between the grains in Li
and their next grain that belongs to Li′ .

Our algorithm synthesizes foreground sounds by randomly tran-
sitioning between a priori-class states of the Markov model at run-
time. For each iteration, our algorithm adds the lapse time by gen-
erating the random variable κ for transition and then appends a
sampled grain to the sequence of foreground sounds. By applying
the lapse time, we avoid many grains crowding in the same time
period, and excessive overlapping. In this scheme, our foreground
sound synthesis with two-layer Markov models can create smooth
sounds like the original recording.

3.2.2 Two-layer Markov Model for Background Textures. To con-
struct the model, segmenting the grains of background textures is
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very important. When background textures have a stable or monot-
onous change, the grains segmented at even intervals have little
influence on the structure of the texture. However, when background
textures are complex with organized randomness, segmenting the
grains at even intervals can alter the structure. Therefore, to detect
abrupt changes in background textures, we propose a segmentation
based on the cumulative entropy [Di Crescenzo and Longobardi
2009]. We split the background texture into short clips at the local
minima of the cumulative entropy and group the clips with similar
entropy values for a priori-class states. To provide user control of
the randomness of the background texture, we sort the segments
using the Shannon entropy and then construct the a priori-class
state layer. We segment the clips into grains with equal lengths and
build the HMM layer.

Our algorithm synthesizes the background texture by shifting the
current a priori-class state step-by-step to the desired a priori-class
state. To prevent rapid changes between a priori-class states, we
enforce that the transitions of a priori-class states must occur after
the synthesis routine of the current a priori-class state. We apply
cross-fading between adjacent grains to avoid unwanted clicking
artifacts. We show the controllability of our background texture syn-
thesis with two-layer Markov models by synthesizing a background
texture from low to high entropy in Fig. 7. We further provide addi-
tional constraints when the transition between states needs to stay
in the global time domain. These cases arise for sounds like ocean
waves which have cyclic patterns of intensity. We also observe that
as the entropy increases, the number of sound events in the synthe-
sized background texture increases, and the structure becomes more
random. To sample a grain under the a priori-class state and also
keep the pattern, we constrain the transition probabilities of the
Markov model to only allow transitions between different hidden
states according to the order presented in the recording.

With the two-layer Markov models, we generate realistic decora-
tive sound textures with similar features to the original recordings.
We present our evaluations of the realism and quality of our deco-
rative sound texture synthesis in Section 5.2.
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Fig. 7. A synthesized ocean wave sound starting from an a priori-class
state of low entropy and moving to a high entropy state. The resulting
background texture smoothly follows the entropy changes controlled by
the a priori-class layer of the two-layer Markov model.

3.3 Decorative Sound Texture Auralization
For rendering decorative sound textures, we represent the sound
sources as area/volume sources using triangular meshes or spheres
and employ an HRTF to auralize the dynamic sources in free field.
Generally, the HRTF-based rendering auralizes a sound from an
arbitrary location, x, to a listener’s head, (θx,ϕx), on 2D interaural-
polar coordinates for the left and right ears through convoluting
an audio signal and some HRTF filters. We construct the HRTF
filters from the four nearest HRTF samples of (θx,ϕx) using bilinear
interpolation. We denote the filters hL,R (θx,ϕx, t) in time domain.
In our implementation, we compute the process in the frequency
domain, which reduces the computational cost of convolution and
maintains the ITD when performing bilinear interpolation on the
HRTFs.

Moreover, we present a pre-computed HRTF with quad-tree struc-
ture [Finkel and Bentley 1974] and encode the HRTF database sam-
ples with the full resolution to accelerate the construction of HRTF
filters. For the quad-tree structure, we build a hierarchical grid by
recursively subdividing the grid cells into four quadrants in 2D
interaural-polar coordinates. We first augment the HRTF database
samples by interpolating the HRTFs at the corner of the leaf cells
and then sum up the HRTFs in each child cell for the parent cells. In
such a case, a parent cell will contain the HRTF that can be perceived
from the area formed by the children cells. In the next subsections,
we detail different schemes of auralization of foreground sounds
and background textures.

3.3.1 Area/Volume Source for Foreground Sounds. We treat fore-
ground sounds as temporary point sources within the area/volume
source for a strong perception of the positions of the objects. For
each iteration of a Markov model, a foreground sound, sf (t), is syn-
thesized with a grain containing a single sound event. To render
the individual sound event, we first sample a location, x, in the
area/volume source where the sound comes from, shown in Fig. 8
(a). Our system next exploits the HRTF-based rendering to render
the sound from the location and adds the time delay τ , which is de-
fined by dividing the distance, dx, with the sound speed of 343m/s .
The auralization for left and right ears is modeled as

pL,Rf (t + τ ) =
1
d2x

hL,R (θx,ϕx, t) ⃝∗ sf (t), (7)

where ⃝∗ is the convolution operator.
Moreover, we develop a sampling schemewhich chooses locations

in the area/volume source for foreground sounds to avoid drowning
out by a background texture. Therefore, due to the noise-like prop-
erties of background textures, we propose a perception-guided sam-
pling technique using a noise-over-tone masking threshold [Panda
and Srikanthan 2011] to select sample locations. Given the fore-
ground sound and a synthesized grain of the background texture, a
set of thresholds are estimated by the sound pressure levels (SPL)
of the background texture grain in 10Mel-filter bins. The location
of a foreground sound is sampled uniformly in the area/volume
source. We utilize these thresholds to compare to the SPLs of the
foreground sound to determine which sampled location is audible.
We set the maximum iterations to 20 to prevent the sampling rou-
tine from entering an infinite loop. If our system rejects all sampled
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Fig. 8. Auralization of area/volume sources of (a) a foreground sound and (b) a background texture. (a) The foreground sound is emitted randomly from a point
guided by the perception model that avoids a point (dashed arrow) where the sound is masked by a background texture. The HRTF is interpolated at the point
in 2D interaural-polar coordinates using the hierarchical grid. (b) The background texture is heard from the area/volume sources and the HRTF is constructed
with the ray-intersection test in the hierarchical grid.

locations, then it will remove the grain of foreground sound from
the rendering sequence to save auralization computation time. With
this scheme, we render foreground sounds in area/volume sources
with random locations for each grain. This provides changes in
strength and location of the rendered sounds, in accordance with
our observation of the recordings.

3.3.2 Area/Volume Source for Background Textures. For background
textures, due to the massive events in the grains of the synthesized
sound, it is impossible to trace the distance and time delay for each
single event in the grain. Furthermore, the local randomness of a
background texture leads to a more consistent difference between
left and right ears. We, thus, consider the whole area/volume source
as the emission region of the background texture and auralize the
synthesized sound, sb (t), with the HRTFs of the source, HL,R

b (t), as

pL,Rb (t) =
1
d2s

HL,R
b (t) ⃝∗ sb (t). (8)

Note we only apply the distance attenuation from the closest dis-
tance, ds , of the source as the grain of background textures already
embeds the distance attenuation and time delay of the individual
events [Saint-Arnaud and Popat 1995]. Consequently, our approach
includes the location information for background textures and main-
tains the relative loudness with their foreground sounds.

TheHRTF can be constructedwith all the points in the area/volume
source to the listener in the directions (Θ,Φ),

HL,R
b (t) =

1
Z

∑
θ ∈Θ

∑
ϕ∈Φ

hL,R (θ,ϕ, t), (9)

where Z is the number of the points. However, the construction
with all the points in the area/volume source is impractical. To ap-
proximate the integration, our algorithm samples the pre-calculated
HRTFs in the hierarchical grid, by ray-intersection tests for tri-
angular meshes and spheres of the area/volume source. With the
hierarchical grid, the intersection test starts from the root cell and
moves to the leaves, stopping when all the rays from the listener’s
head to the corners of a cell intersect with the area/volume source
(see Fig. 8 (b)). We formulate the process of the HRTFs construction

as

H̃L,R
b (t) =

1
ZG

∑
д∈G

z(д) hL,R (θд,ϕд, t), (10)

where G is the set of intersected grid cells. We give a weight, z(д),
based on the area of the cell д in 2D interaural-polar coordinates
and normalize H̃L,R

b (t) with ZG , the sum of the z(д) for ∀д ∈ G . We
verify the performance and evaluate the human perception of our
results in Section 5.3.

4 IMPLEMENTATION AND PERFORMANCE
Our decorative sound texture rendering is implemented as a plu-
gin for Unreal Engine 4TM. All recordings used in our paper are
available publicly through the Freesound project [Font et al. 2013].
Please see the accompanying video for details on two virtual scenes,
rain in the city and picnic in the park, using decorative sound tex-
tures. Here, we discuss the implementation and performance of our
system. Our system is evaluated on a computer with an i7-8700K
@3.70GHz CPU and an NVIDIA GeForce GTX 2080 GPU.

In the decorative sound texture processing stage, we set 100 bases
for PLVM to extract the sounds and compute the Mel spectrogram
with 70 Mel bands with window size of 2048 samples and 1024
samples overlap. Our extraction takes around 2.5 seconds to detect
and separate a foreground sound from a 10 seconds long audio clip
at 44100 Hz.

In the synthesis stage, for background textures, our entropy anal-
ysis captures the local structure of sound textures over a long period
with a window size of 0.14 seconds and an analysis length of 18
seconds. Additionally, we segment the grains with a length of 0.14
seconds. For a 10 seconds recording, our system takes around 7
seconds to build the model of a background texture and around
0.8 seconds for a foreground sound. The computation time of the
construction depends on the number of classes in the k-means algo-
rithm and the length of recording. We build up the HMM layer by
clustering the grains into N groups and we currently set N to an
ad hoc value, 5. At run-time, our system synthesizes 44100 samples
(1 second) of a background texture or a foreground sound within 5
milliseconds.
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Fig. 10. Comparison of our decorative sound texture extraction to Bryan et al. [2013] on (a) a baby laughing in a background texture using the same 1-D mask
(purple bars). The top row of (b) – (d) shows the extracted foreground sounds, and the bottom row shows the remaining background texture. (c) The result of
Bryan et al. [2013] has an SDR of 6.52 dB for the foreground sound, and an SDR of 1.55 dB for the background texture compared to the ground truth. (d) Our
result is better with an SDR of 9.08 dB for the foreground sound, and an SDR of 3.06 dB for the background texture.

In the auralization stage, for HRTFs, our system uses the CIPIC
database [Algazi et al. 2001] which contains 1250 sampled head-
related impulse responses (HRIRs). We convert HRIRs to HRTFs
using the fast Fourier transform and store them over 200 frequency
bands. For the hierarchical grid, we create 4096 leaf cells with 5.626°
width and 2.8125° height, which are close to the minimum audible
angle threshold, 3.65° [Perrott and Saberi 1990]. Our system builds
the hierarchical grid with depth 6 in 0.23 milliseconds. At run-time,
our system processes 1024 samples of each source sound sequence
for every update. Our system first applies a modified discrete cosine
transform on the samples and computes the convolution with the
HRTF filters. The binaural sound is then generated by the inverse
Fourier transform and overlapped with the last 512 samples from
the previous update. This convolution step takes around 0.1 mil-
liseconds. To obtain the HRTFs from a point, we search the grid
cell that contains the point on the 2D interaural-polar coordinate
and interpolate the HRTFs with HRTF filters stored in the four
corners of the cell. The searching and interpolation of HRTFs cost
around 0.006 milliseconds. The querying in the hierarchical grid
has time complexity O(loдN), where N is the number of cells, 4096.
For background textures, we conduct performance experiments in
Section 5.3 for area/volume sources using different shapes.

5 RESULTS AND DISCUSSION
In this section, we evaluate our extraction, synthesis, and auraliza-
tion methods and compare our results to the previous work.

5.1 Evaluation of Decorative Sound Texture Extraction
To evaluate the accuracy of our decorative sound texture extrac-
tion, we examine our approach on a subset of the Universal-150
audio benchmark [Tian et al. 2019] with cases from 5 categories
(animals, natural sounds, urban sounds, human, and music). We
choose 98 cases that contain at least one period when the sounds
are not overlapping for the 1-D rejection mask.We use the metrics of
i) Signal-to-Artifact Ratio (SAR) which measures artifacts that have
been introduced by the separation process, ii) Signal-to-Interference
Ratio (SIR), which measures suppression of the unwanted source,
and iii) Signal-to-Distortion Ratio (SDR), which is an overall mea-
sure that takes into account both SIR and SAR. Higher values for
these metrics indicate the separated sounds are cleaner or of higher
quality. Fig. 9 shows the metrics averaged within each category in
the database and the comparison of our extraction to the state-of-
the-art methods: Deep Audio Prior (DAP) [Tian et al. 2019], Non-
negative Matrix Factorization (NMF) [Spiertz and Gnann 2009], and
spectral subtraction [Boll 1979]. We also compare our method to
Bryan et al. [2013] which requires 2-D masks on the spectrogram.
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In Fig. 10, we use the same 1-D masks on both of the methods to
extract the foreground sounds. Compared to the ground truth, our
extracted foreground sounds and background texture have higher
SDR than those from Bryan et al. [2013]. Furthermore, the experi-
ments indicate our extraction with a simple mask performs better
when the recording contains a more stationary background texture
(in contrast to music).

5.2 Evaluation of Decorative Sound Texture Synthesis
McDermott and Simoncelli [2011] conducted an evaluation on sound
texture perception via statistics of the auditory periphery. Hence,
we apply their texture statistics to evaluate the reliability of our
background texture synthesis. These statistics include marginal
moments based on cochlear envelopes and correlations based on
modulation bands. Fig. 11 shows the Mel-spectrogram and the cross-
band envelope correlation matrix of the input sound textures, results
synthesized by McDermott and Simoncelli et al. [2011], and results
from our method. We further compare both methods’ synthesis
results to the input sound textures using the root mean square
(RMS) errors of the texture statistics. Fig. 12 shows the average RMS
errors on 11 sound textures. These RMS errors indicate that our
background texture synthesis produces sound textures more similar
to the inputs than their method does.
For decorative sound textures, we conduct a perception based

evaluation of i) similarity to the input recording, and ii) quality
which includes presence of artifacts, such as abrupt loudness or tim-
bral changes, cuts, repetitions, etc. We picked 10 sound recordings
of length 4 to 10 seconds; for each recording, we generated 2 sound
samples synthesized by our decorative sound texture synthesis and
added the original recording as a hidden anchor. We received 12
replies from 20 invited students at our university. Our survey had
to be conducted online due to the current arrangement for remote
teaching. The students were asked to rate the similarity (from very
dissimilar to very similar) and quality (from low to high) of two

synthesized sound samples and one hidden anchor, on a scale of 1 to
5. The two sound samples and hidden anchor are ordered randomly
to prevent any bias. We employ the analysis of variance (ANOVA)
to evaluate our results. For our two samples and the hidden anchor,
the p-values are less than 0.05 for both similarity and quality. This
indicates that our results are statistically significant. We average the
scores of our two sound samples for each recording to get the final
result. The average scores for our synthesis are 4.35 for similarity
and 4.30 for quality, while for the hidden anchor 4.72 for similarity
and 4.75 for quality. From the statistical comparison mentioned
earlier and the user study, we conclude that that our decorative
sound texture synthesis can closely represent the input recordings
and produce high quality audio.
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Fig. 12. The RMS errors from comparing our background texture synthesis
and the McDermott et al. [2011] to the input sound texture over the texture
statistics. We evaluate the texture statistics with the mean of the cochlear
envelopes of each frequency band (Envelopes mean), the cross-band enve-
lope correlation matrix (C), the modulation power (Mod. power) and two
types of modulation correlations (C1: the same modulation frequency but
different acoustic frequencies; C2: the same acoustic frequency but different
modulation frequencies). The bar chart shows that our resulting background
textures have a smaller RMS error from the input recordings.

ACM Trans. Graph., Vol. 39, No. 6, Article 271. Publication date: December 2020.



Real-Time Rendering of Decorative Sound Textures for Soundscapes • 271:11

5.3 Evaluation of Background Texture Auralization
For a background texture, we evaluate the effectiveness and human
perception of our hierarchical grid HRTF construction. We compare
our method to the HRTF construction without hierarchical grid
and to a spherical-harmonic (SH) based method. We implement the
SH scheme from the work of Schissler et al. [2016], which encodes
HRTFs in SH of the 9th order and applies the Monte Carlo projection
for area/volume sources. Note the sources made of spheres are only
applied with the analytical projection.

For performance testing, we conduct 2 experiments with sources
represented as spheres and planes. For volumetric sources, our sub-
jects are spheres of radii increasing from 100meters to 450meters in
25meter increments. For area/volume sources made of triangles, we
test the methods using planes of increasing sizes from 100 meters
to 1000 meters in 50 meter increments. We measure the cost in time
of each method by timing auralization for each sound source over
ten thousand iterations. The cost in time includes ray-intersection
testing, projections, and filter construction for each method. Fig. 13
illustrates that our HRTF construction using hierarchical grids is
only slightly affected by the problem size and is up to around 5.48
times faster than the construction without the hierarchical grids.
Fig. 14 shows the averaged cost in time for the two experiments.
For the sphere, our method is slightly slower than the SH method
using analytical projection. However, for the plane, our method is
faster than the SH method using the Monte Carlo projection with
1000 and 10, 000 rays.

To evaluate real-life perception, we compare our background
texture auralization to the SH method using 10, 000 rays to ensure a
high quality result. To compare just the spatial extent of the sound
source in the HRTF construction, we do not apply time delay in
either of the methods. We conduct a human perception study in
2 virtual scenes: a beach and a park. For each scene, the listener
walks forward and turns. Our videos are 4-10 seconds long using
both the SH method and our method. The order of the videos is
randomly placed for each scene. Our 10 participants rated the spatial
extent (from point-like to expansive) and localization cue (from
weak to strong) for the videos. Overall, the average scores of the
spatial extent are 3.98 for the SH method and 3.43 for our method.
The average scores for the localization cue are 3.85 for the SH
method and 4.03 for our method. The p-values are 0.05 for the
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spatial extent and 0.33 for the localization cue. From this preliminary
user evaluation, we observe that our 10 participants feel the sounds
auralized by our method have a stronger localization cue but a less
expansive spatial extent than the SH method.

6 CONCLUSION AND FUTURE WORK
We present a framework for rendering decorative sound textures
that include foreground sounds and homogeneous background tex-
tures. Due to the contrasting properties of foreground sounds and
background textures, we develop a real-time sound synthesis tech-
nique that reproduces decorative sound textures from a recording
and provides some control over the temporal frequency of sound
events for customization. We also propose a background texture
sensitive extraction algorithm to separate foreground sounds and
background textures from recordings with a 1-D mask. We demon-
strate that our system can reproduce recordings of decorative sound
textures and efficiently render a realistic soundscape with dynamic
area/volume sources in virtual scenes.

However, our extraction is limited in that it can extract only one
foreground sound at a time, and require the foreground sound to
have a sparse distribution over the time domain. For our decora-
tive sound texture synthesis, due to the HMM which interchanges
grains based on their similarity, our method can not be applied to
speech and music with specific rhythm. Another limitation is that
the Markov model relies on the k-means algorithm, which requires
a set of hidden states. This number of hidden states influences how
smooth the final synthesized result is, and the values are chosen
heuristically. In addition, dissimilar grains can be clustered due to
large variation in amplitudes of background texture. In the future,
we plan to look into other algorithms such as graph cut enabled tex-
ture segmentation and optimization-based texture synthesis [Kwatra
et al. 2005, 2003]. Lastly, our work currently only focuses on free
field. Our immediate future work is to enhance sound propaga-
tion with physical modeling for dynamic area/volume sources to
correctly compute the sound interference in both near-field and
far-field, in real-time.
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