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ABSTRACT

In cooperative multiagent systems, coordinating the joint-actions of agents is difficult. One of the fundamental difficulties in such multiagent systems is the slow learning process where an agent may not only need to learn how to behave in a complex environment, but may also need to account for the actions of the other learning agents. Here, the inability of agents to distinguish the true environmental dynamics from those caused by the stochastic exploratory actions of other agents creates noise on each agent’s reward signal. To address this, we introduce Coordinated Learning without Exploratory Action Noise (CLEAN) rewards, which are agent-specific shaped rewards that effectively remove such learning noise from each agent’s reward signal. We demonstrate their performance with up to 1000 agents in a standard congestion problem.
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1. INTRODUCTION

Learning in large multiagent systems is a critical area of research with applications including controlling teams of autonomous vehicles [1], managing distributed sensor networks [4], and robot coordination [2]. A key difficulty of learning in such systems is that the agents in the system provide a constantly changing background in which each agent needs to learn its task. As a consequence, agents need to extract the underlying reward signal from the noise of other agents acting within the environment. This learning noise can have a significant and often detrimental impact on the resultant system performance.
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approximation of the underlying system objective, \( G \), and that the agents in the system follow their current target policies. Traditionally, following target policies has been shown to perform poorly due to a lack of exploration, however, CLEAN rewards address this shortcoming via off-policy counterfactual action exploration (Equation 1).

CLEAN rewards is defined as follows:

\[
C_{1,i} \equiv G(z_T - z_{T,i} + c_i) - G(z_T - z_{T,i} + c'_i)
\]  (1)

where \( C_{1,i} \) is the CLEAN reward of agent \( i \), \( z_T \) is the system state vector that results from the agents following their current target policies, \( z_{T,i} \) is the action of agent \( i \), \( c_i \) and \( c'_i \) are two counterfactual actions of agent \( i \) (i.e. alternative actions agent \( i \) could have taken instead of following its target policy), and \( G \) is the system objective. These CLEAN rewards replace the contribution of the agent’s target action \( z_{T,i} \) with two different counterfactual actions \( c_i \) and \( c'_i \) in the first and second terms, respectively. Here, the agent approximates the reward it would have received if it would have taken actions \( c_i \) and \( c'_i \). Then, the agent compares the counterfactual rewards associated with each action, and provides the agent with a reward for action \( c_i \) based upon the difference between the two approximations (Equation 1).

3.1 The Gaussian Squeeze Domain

This domain assumes that there exists a set of agents which each contribute to a system objective, and the agents are attempting to learn to optimize the capacity of the system objective. The objective function for the domain is as follows:

\[
G = xe^{-\frac{(x-\mu)^2}{\sigma^2}}
\]  (2)

where \( x \) is the cumulative sum of the actions of agents, \( \mu \) is the mean of the system objective’s Gaussian (effectively the target “\( x \)” that the agents are aiming for), \( \sigma \) is the standard deviation of the system objective’s Gaussian. Here, the goal of the agents is to choose their individual actions \( x_i \) in such a way that the sum of their individual actions is to optimize Equation 2. Here, each agent has 10 actions ranging in participation value from zero to nine. The GSD is a congestion domain, where adjusting the variance changes the coordination complexity for agents within the system. The lower the variance, the higher the coupling of agents’ joint actions.

4. RESULTS

As seen in Figure 1, the online performance (i.e., performance while learning when exploration is “on”) of agents using difference and global (i.e., \( D \) and \( G \)) reward structures maintain better performance than their offline counterparts (i.e., \( G_{OFF} \) and \( D_{OFF} \)), even though the offline agents are greedily following their learned policies (i.e., exploration and learning is turned off and agents follow their fixed policies). This is because during learning, each agent’s exploratory actions are “public”, meaning that they can implicitly be observed by all other agents. In this setting, agents are learning to bias their individual policies in order to account for the random exploratory actions of other agents. So, in the end, these agents learn policies that actually depend upon the stochastic exploratory actions of other agents that are present during the online learning process, and when learning is “completed” and the other agents no longer take these exploratory actions, the performance actually decreases. Here, the solution (agents) actually become a part of the problem. Learning with CLEAN rewards address this shortcoming and effectively “filter off” the exploratory actions of other agents by “privatizing” each agent’s exploration. As seen, CLEAN rewards significantly outperform other techniques with scaling up to 1000 agents.

5. DISCUSSION

There has been a lot of research involving the exploration-exploitation tradeoff within the multiagent learning literature. However, relatively little work has been done to directly address the impact of learning noise caused by the exploratory actions of agents. In this work, we first showed the potential impact of such exploratory action noise on learning, demonstrating that exploratory actions can cause agents to bias their policies to depend upon the exploratory actions of others, which can lead to suboptimal learning. To address this, we introduced CLEAN rewards, which are shaped rewards designed specifically to promote coordination and scalability in multiagent systems by addressing both the structural credit assignment problem, as well as the exploratory action noise caused by agent exploration.
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