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Abstract—A fast power-on transmitter architecture that enables
energy proportional communication for server and mobile plat-
forms is presented. The proposed architecture and circuit tech-
niques achieve fast power-on capability in voltage mode output
driver by using fast-digital regulator, and in the clock multiplier
by accurate frequency pre-setting and periodic reference insertion.
To ease timing requirements, an improved edge replacement logic
circuit for the clock multiplier is proposed. The proposed trans-
mitter demonstrates energy proportional operation over wide vari-
ations of link utilization, and is therefore suitable for energy effi-
cient links.
Fabricated in 90 nm CMOS technology, the voltage mode driver

and the clock multiplier achieve power-on-time of only 2 ns and 10
ns, respectively. By using highly scalable digital architecture with
accurate frequency pre-setting and instantaneous phase acquisi-
tion, the prototype MDLL-based clock multiplier achieves 10 ns (3
reference cycles) power-on-time, 2 ps long-term absolute jitter
at 2.5 GHz output frequency. The proposed fast power-on trans-
mitter architecture consumes 4.8 mW/36 W on/off-state power
from 1.1 V supply, has 10 ns total power-on time, and achieves
100 effective data rate scaling (5 Gb/s-0.048 Gb/s), while scaling
the power and energy efficiency by only 50 (4.8 mW–0.095 mW)
and 2 (1–2 pJ/Bit), respectively. The proposed transmitter occu-
pies an active die area of 0.3 mm .

Index Terms—Burst mode, digital regulator, energy efficient, en-
ergy proportional, fast power-on, I/O, multiplying delay locked
loop (MDLL), serial link, transmitter.

I. INTRODUCTION

E VER-INCREASING demand for higher bandwidth in
mobile devices and high performance servers has been

the main driving force behind energy efficient links. Innovation
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in circuit and signaling techniques together with voltage and
process scaling enabled almost 15% energy efficiency improve-
ment each year over the past decade. However, despite this
achievement, with the ongoing push to achieve data through-
puts in the 1 TB/s range, the serial link power is becoming
unacceptably large. Further increase in the data rates is limited
by the thermal constraints of the package [1]. Therefore, in
order to push the bandwidth without hitting the power wall, a
paradigm shift in the design of serial links is needed.
A serial link in applications such as a memory controller or

an Ethernet interface is used only when there is a request to ac-
cess memory due to a miss in the last level cache or a request to
download a web page. Thus, instantaneous bandwidth demand
(utilization) of the link varies over time. As shown in Fig. 1(a),
when a conventional link is idle, it consumes idle power, which
is a significant portion of the total operating power. As a re-
sult, energy efficiency of such link, as quantified by the energy-
per-bit metric, degrades when the link utilization is low. Tech-
niques such as dynamic power management [2], [3] achieve
significant power saving by scaling the supply voltage to meet
the link bandwidth demand. However, any change in the link
rate requires dropping the existing link and re-negotiating new
data rates between transmitter and receiver, which is time con-
suming. Moreover, these techniques offer only limited link rate
scaling.
In view of these drawbacks, power-cycling or burst-mode

communication where a link is powered-on only when needed
has recently emerged as an attractive means to scale the link
power based on its utilization levels [4]–[8]. In these systems,
the link is powered down when idle and powered back up in-
stantaneously when data is ready to be transferred, resulting in
the most energy efficient use of link bandwidth. In such system,
the power consumption scales linearly with link utilization, re-
sulting in energy consumption to become proportional to the
transferred data, as shown in Fig. 1(b). This mode of operation
is commonly referred to as energy proportional operation [9].
In these energy proportional links (EPL), the energy-per-bit of
the link stays constant across all utilization levels (see Fig. 1(b))
and is achieved without compromising their active link power.
For example, serial interface with 5 ns fast power-on receiver
[6] achieves 1.4 pJ/bit energy efficiency.
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Fig. 1. Bandwidth availability, usage scenarios together with power consumption and energy-per-bit. (a) Conventional link. (b) Proposed energy proportional link
(EPL).

In order to achieve such performance, these links need to
be powered on/off in no time, consume near zero power in the
off-state, and incur minimum energy overhead during on-to-off
and off-to-on state transitions. In practice, it is very difficult to
meet these requirements. Phase locking the clock multiplier on
power-on and bringing voltage regulator to a steady state are
some of the big challenges in achieving these goals.
In this paper, we present a fast power-on transmitter con-

sisting of a voltage mode driver and a clock multiplier.
Fabricated in 90 nm CMOS process, the prototype transmitter
achieves 100 effective data rate range (5 Gb/s–0.048 Gb/s)
while scaling the power by 50 (4.8 mW–0.095 mW) and
energy efficiency by only 2 (1–2 pJ/Bit). Such energy propor-
tional operation is achieved by using a fast power-on voltage
mode driver and multiplying delay locked loop (MDLL) based
digital clock multiplier. In this work, wide effective data rate
range is achieved by duty cycling the transmitter at a fixed
data rate of 5 Gb/s and not by changing active data rate. By
adopting a digital voltage regulator, the prototype voltage
mode driver achieves 2 ns power-on time, less than 11 W
off-state power, 32 pJ energy overhead for on/off transition,
and 2.6 mW on-state power at 5 Gb/s output data rate. By
employing a highly scalable digital architecture with accurate
frequency pre-setting and instantaneous phase acquisition, the
prototype 8 /16 clock multiplier achieves 10 ns (3 reference
cycles) power-on time, 2 ps long-term absolute jitter, less
than 25 W off-state power, 12 pJ energy overhead for on/off
transition, and 2.2 mW on-state power at 2.5 GHz output
frequency [10].
The rest of the paper is organized as follows. Section II dis-

cusses the effect of circuit non-idealities on the energy pro-
portional behavior of links. Section III discusses the building
blocks of a conventional transmitter and their limitations for
energy proportional link application. Section IV introduces the
proposed transmitter architecture. Circuit details of the clock
multiplier are discussed in Section V. Section VI presents the
measured results. Section VII concludes the paper.

II. EFFECT OF NON-IDEALITIES ON ENERGY
PROPORTIONAL LINKS

Practical energy proportional links have finite power-on time,
non-zero off-state power, and finite power-cycling energy. Ef-
fect of these parameters on the link’s energy efficiency (en-
ergy-per-bit) can be mathematically captured as:

(1)

where is the on-state power, is the off-state
power, is the on-state time, is the off-state time,

is the power-on time and is the
energy consumed during on/off transition.
Finite power-on time is due to the time required to charge/dis-

charge bias nodes, and time needed for the clock multiplier
to achieve frequency and phase lock. Assuming the link con-
sumes approximately peak power during power-on transition,
this wasted energy equates to . The effect
of power-on time on link efficiency is shown in Fig. 2(a). For
a constant burst length, power-on energy
increases the energy-per-bit by a fixed amount across all link
utilization values.
Fig. 2(b) illustrates the effect of static off-state power on link

energy-efficiency. At lower link utilization ,
even with a small off-state power , the off-state energy

starts to dominate link energy-efficiency. There-
fore, the off-state power must be close to zero to achieve con-
stant energy-per-bit at extremely low data rates.
Power-cycling energy is the energy consumed in charging/

discharging nodes in each power cycle or data burst event.
Therefore, more frequent data bursts incur larger energy
penalty. Fig. 2(c) shows the effect of burst length on en-
ergy-per-bit for a fixed effective data rate. When the data is
transferred in smaller bursts, energy spent in powering-on
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Fig. 2. (a) Effect of power-on time on link energy efficiency. (b) Effect of static off-state power on link energy efficiency. (c) Effect of data burst length on link
energy efficiency.

the link and power cycling energy
becomes comparable to the on-state energy

and consequently leads to increased energy-per-bit.
Plot of energy-per-bit versus utilization captures most essen-

tial features of energy proportional links. With the help of this
plot, energy consumption estimates can be made for a given link
usage scenario of an application. Thus, it forms one of the im-
portant metrics to characterize and compare such links.

III. LIMITATIONS OF CONVENTIONAL TRANSMITTER FOR USE
IN ENERGY PROPORTIONAL LINKS

A. Output Driver

Voltage-mode (VM) drivers dissipate a quarter of the power
as compared to the current-mode logic (CML) output drivers
[11]. However, voltage regulators required to set output swing
and termination impedance cannot be powered-on instanta-
neously. Keeping these regulators always-on, severely impacts
energy-per-bit at lower data rates [5]. Digital voltage regulators
[12], [13], provide a means to power-on/off rapidly while
consuming no static power in the off-state. Pass transistor in the

digital regulator also helps in power-gating the logic, resulting
in low leakage power in the off-state. For these reasons, digital
regulators are employed in the proposed VM driver.

B. Clock Multiplier

The long locking time of conventional clock multipliers
implemented using phase-locked loops (PLLs) presents the
biggest bottleneck in achieving energy proportional operation.
Increasing the PLL bandwidth reduces the locking time. How-
ever, to ensure loop stability, loop bandwidth cannot exceed
one tenth the reference frequency [14]. As a result, even if
the VCO frequency is precisely set digitally, the sluggish
phase acquisition limits the phase locking time to at best few
hundred nanoseconds [5], [15]. Techniques such as dynamic
phase error compensation [16], edge-missing compensation
[17], and hybrid PLLs [18] improve the phase acquisition time.
By calibrating the phase of the feedback clock, best power-on
time of forty reference cycles has also been reported [19].
However, such improvements are inadequate to achieve energy
proportional operation goal.
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Fig. 3. Schematic diagram of the proposed fast power-on transmitter.

Multiplying injection locked oscillator (MILO) provides a
means to reduce power-on time. By increasing MILO’s band-
width with stronger injection strength, the locking time can be
reduced. However, a wide bandwidth results in large spurs at
the injection frequency [20]. Filtering of MILO’s output with
a second injection locked oscillator (ILO) could reduce these
spurs. However, it comes at the cost of extra power [21].
Multiplying delay locked loop (MDLL) provides a means

to overcome the drawbacks of MILOs. In MDLL, every th
VCO edge is replaced by the clean reference edge by opening
up the ring oscillator for a brief period using a narrow pulse
[22]–[24]. This edge replacement results in instantaneous phase
locking, which is independent of the bandwidth. Inserting a
clean reference edge every reference cycle resets all accumu-
lated jitter in the VCO and results in superior jitter performance
[25], [26]. These features make MDLL a suitable candidate for
fast power-on applications.

IV. PROPOSED FAST POWER-ON TRANSMITTER ARCHITECTURE

Fig. 3 shows the block diagram of the proposed transmitter.
It consists of a fast power-on clock multiplier, a 2:1 latch-based
multiplexer, and a voltage mode driver output stage. The
clock multiplier, implemented using a digital multiplying
delay-locked loop (MDLL), generates a 2.5 GHz output from a
312.5 MHz reference clock. The PRBS9 generator outputs data
at 2.5 Gb/s, which is serialized and transmitted at 5 Gb/s with
250 mV differential peak-to-peak output swing.
The proposed voltage mode driver consists of a replica bias,

pre-driver, and output driver. The replica bias circuit generates
reference voltages and for the pre-driver
and output driver regulators, respectively. needed
to create 50 ohm output impedance is generated by enclosing

a replica of the output driver [27], which is 1/16th the original
size, in a closed loop. sets the differential output driver
swing. Pre-driver and output driver regulators use the replica
bias output to generate virtual supply voltages for the pre-driver

and output driver , respectively. These regula-
tors are implemented using digital feedback loops, which help in
storing states during power-off event and restoring them during
power-on.
Fig. 4 shows the schematic of the proposed voltage regulator.

It consists of a clocked comparator, an accumulator, and a resis-
tive DAC. is compared with and the output is fed
to the 12 bit accumulator. The accumulated output drives a 7 bit
resistive DAC to minimize error between and . The
lower 5-LSBs of the accumulator output are ignored to reduce
voltage ripple due to loop delay. A 20 pF decoupling capacitor
at the output of transistor helps in suppressing noise on the
output voltage.

A. Power-On Transient Response of the Transmitter

Fig. 5 shows the transient response of the transmitter. When
the signal is de-asserted, the pre-driver and output
driver regulator output and nodes are discharged
to ground. The gates of transistors and are pulled low
(see Fig. 3), the clock to all comparators is gated and bias cur-
rent of the replica bias block is turned off. In this state, only the
leakage current in digital logic contributes to off-state power
consumption. During the off-state, regulator states are saved in
their respective accumulators.
When the signal is asserted, the DACs rapidly re-

store the accumulator’s state and set the gate voltages of transis-
tors and , which quickly bring and to the
desired value. The 20 pF decoupling capacitor charges up in 2 ns
after which the driver is ready for transmitting data. The MDLL
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Fig. 4. Schematic diagram of the proposed digital voltage regulator.

Fig. 5. Transient response of the proposed fast power-on transmitter.

based clockmultiplier limits the transmitter start-up time, which
takes around 10 ns (3 reference cycles) to start.

B. Effect of Power Supply Droop on Output Driver

Burst mode operation requires fast load transient response
linear regulators [28]–[30] to power the transmitter. When the
output driver is powered-on, output of the regulator droops mo-
mentarily before regaining its original value. The amount of
droop and transient response time are a function of loop dy-
namics of external regulator and current step. In order to capture
this effect, output driver including the multiplexer is simulated
with a fast load transient response regulator. Fig. 6 shows the
current step, power-supply droop and the output eye diagram
at various time instants. Droop in the power supply increases
output jitter which will eventually reduce the sampling margin
on the receiver.

C. Fast Power-On Clock Multiplier

Fig. 7 shows the block diagram of the proposed MDLL
based digital clock multiplier. It employs a split tuned archi-
tecture in which a frequency locked loop (FLL) drives the ring
oscillator close to frequency lock, and an integral control that
brings oscillator frequency to the desired output frequency. The
proportional path ensures stability by periodically resetting the
oscillator output phase with the input reference clock phase
using edge replacement logic (ERL). Frequency locked loop
consists of a frequency detector, 12 bit accumulator clocked
at , fast settling DAC and constant current source
. Integral path uses a bang-bang phase detector, 13 bit ac-

cumulator, and 8 bit DAC. The phase detector consisting of
two D flip-flops, clocked at the reference frequency, produces
lead/lag phase information with a 1 bit output. The accumulator
clocked at integrates the sub-sampled bang-bang
phase detector output.
The proportional path consists of a programmable divider and

edge replacement logic (ERL). The edge replacement logic gen-
erates a narrow signal pulse, which opens up the ring oscil-
lator momentarily and passes the clean reference edge. In order
to have a perfect edge replacement, care is taken to generate the

signal with sharp rise and fall times.
The digital accumulators store the frequency information of

the oscillator in the digital form during the power-off state. They
are synthesized with high devices to reduce leakage. Four
LSBs from the frequency locked loop accumulator and 5 LSBs
from the fine integral path accumulator are ignored to avoid
ripple on control voltage node, , due to loop delay. In
order to reduce the power-on time penalty caused by slow set-
tling transients, the DAC bias circuitry is not turned-off in the
power-off state. The bias voltages are maintained at the expense
of small power penalty during the off-state. When the MDLL
is powered-on, the frequency information is rapidly restored to
the oscillator using fast Nyquist-rate DACs, thus bringing the
oscillator to frequency lock quickly. Once frequency lock is
achieved, the rising edge of the reference replaces the th os-
cillator edge thus achieving instantaneous phase lock.
Periodic edge replacement results in current being drawn pe-

riodically from , thereby causing a supply ripple at ref-
erence frequency and its harmonics. Despite the pseudo differ-
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Fig. 6. Simulated power supply droop on the output driver.

Fig. 7. Schematic diagram of the proposed fast power-on MDLL based digital clock multiplier.

ential nature of VCO, current drawn by VCO is not constant,
which causes ripple on . Deterministic jitter (DJ) re-
sulting from ripple can be reduced with a decoupling
capacitor. However, a large decoupling capacitor increases the
time constant on the node, thereby increasing the time it
takes for the frequency to settle to the right value, which eventu-
ally increases power-on time. In order to quantify this trade-off

between DJ and power-on time, a bank of programmable decou-
pling capacitor ( bank) is added on the node and the
measured results are presented in Section VI.

D. Power-On Transient Response of the Clock Multiplier

Fig. 8 shows the power-on transient response of the proposed
clock multiplier. When the multiplier is powered-off,



ANAND et al.: A 5 Gb/s, 10 ns POWER-ON-TIME, 36 W OFF-STATE POWER, FAST POWER-ON TRANSMITTER FOR ENERGY PROPORTIONAL LINKS 2249

Fig. 8. Transient response of the proposed fast power-on clock multiplier.

Fig. 9. Schematic diagram of the voltage-controlled oscillator.

signal is gated, signal is asserted high and the VCO
stops oscillating. Once the VCO is open, it no longer sinks
current. This causes node to charge up to , which
eventually shuts down current source . When the multiplier is
powered-on, the signal is de-asserted, and the VCO starts
to oscillate. The node then settles to the desired value
with a finite time constant. During the time when node
is settling, the VCO oscillates at a higher frequency, which
causes the rising edge of the divider output signal
to appear earlier than desired. On rising edge of the
signal, signal is asserted high, and the VCO opens up and
waits for the rising edge of the signal to pass through.
During this wait period, VCO stops and the node
again rises towards . On the subsequent rising edge of the
reference, the SEL signal is de-asserted, and the VCO begins
to oscillate again.

In the second reference cycle, node again settles to
the desired value but the initial high oscillation frequency again
causes rising edge of the divider output signal to ap-
pear earlier than desired. However, this time it appears closer to
the rising edge of reference signal, which causes smaller distur-
bance on the node. In the third reference cycle, distur-
bance on the node is even smaller and the multiplier is
close to achieving frequency and phase lock. Thus, in the pro-
posed MDLL architecture, the power-on time is mainly limited
by the time constant on the node.

V. CLOCK MULTIPLIER BUILDING BLOCKS

A. Voltage Controlled Oscillator (VCO)

Schematic diagram of VCO is shown in Fig. 9. It consists of
five stages connected in a ring configuration. One of these five
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Fig. 10. Simulated power supply induced jitter (PSIJ) of VCO (including
DAC) and MDLL.

stages is an inverting multiplexer and the rest four are cross cou-
pled inverters. signal is tapped from themiddle
of the VCO. This signal is used to meet timing requirements in
the edge replacement logic. signal to the multiplexer is
driven by a VCO delay cell, shown as a shaded cell in Fig. 9.
Passing the signal through the VCO buffer matches the
rise time of edge with edge resulting in lower
reference spur at the output. Choice of five stages in the oscil-
lator was made carefully to achieve sharp rise and fall times,
which helps in reducing deterministic jitter caused due to im-
perfect reference edge replacement. Resistive cross coupling
on the multiplexer was avoided to reduce noise coupling from

edge to the clean edge during the edge replace-
ment operation. Choice of pseudo differential stages was made
to achieve smaller self induced ripple on the node, re-
sulting in better jitter performance with a smaller decoupling
capacitor. When simulated at 2.5 GHz, the VCO consumes ap-
proximately 550 A from a 1.1 V supply.
Power supply induced jitter (PSIJ) of the VCO (including

DACs) and MDLL is a strong function of decoupling capac-
itor on the node. Simulated value for

pF and 20 pF is shown in Fig. 10. At 100 MHz sinu-
soidal supply disturbance, simulated of MDLL for

pF and 20 pF is 2 ps/mV and 0.053 ps/mV respectively.
At 1MHz sinusoidal supply disturbance, simulated
of MDLL for pF and 20 pF is 0.43 ps/mV.

B. Edge Replacement Logic (ERL)

Edge replacement logic is responsible for generating a narrow
pulse to pass the clean reference edge every th VCO cycle.
The width of this pulse is typically . Conventional se-
lect logic requires synchronous thermometric counter running at
VCO frequency to generate periodic pulses of one VCO period
width [22]. However, running a synchronous counter at VCO
frequency results in large power dissipation. Moreover, the ini-
tial VCO frequency is required to be higher than ,
which limits this circuit [22] to be used for fast power-on appli-
cations where the VCO frequency is very close to
during power-on.
During normal operation, the SEL signal must be de-asserted

after the rising edge of REF signal and before the falling edge

of the VCO output, and within time in the best case.
The select logic in [26] avoids thermometric counter, but suffers
from timing constraint, which is difficult to meet
at higher VCO frequencies. In this work, the proposed ERL em-
ploys ripple counter to reduce power consumption, and uses ad-
vanced reference signal to overcome the timing
constraint.
Fig. 11 shows the schematic and timing diagram of the pro-

posed ERL circuit. When the signal is low, the output
of the first stage, is pre-charged to logic high. After
the completion of VCO cycles, the signal is as-
serted high. The signal is asserted high on the falling edge
of . The signal opens up the oscillator
and waits for the rising edge to pass. signal
is generated by tapping the signal before the delayed

goes into the VCO. On the rising edge of the ,
output of Stage1 is discharged and signal is de-asserted.
The timing by which the signal must be advanced
with-respect-to signal is given by the following equation:

(2)

where is the time between rising
edge to falling edge.

C. DAC

Delta-sigma DACs followed by post filter offer a compact
way to achieve high-resolution frequency control of the VCOs.
However, large time constant of the post-filter increases the
frequency settling time. The proposed Nyquist-rate DAC and
its timing diagram is shown in Fig. 12. The DAC is imple-
mented using thermometer-coded current-mode architecture
to ensure monotonicity and fast settling. Single ended source
switched PMOS current elements are used to minimize area. By
employing current mode Nyquist-rate DACs, use of low band-
width post-filter is avoided, thereby achieving high bandwidth
to rapidly set VCO frequency during power-on/off events.
When the system is powered-off, clock to the accumulator is
gated and accumulator holds its state. De-asserting the
signal causes the output of binary to thermometric logic to go
down to zero, which shuts down the DAC. When the system is
powered-on, previous state of the DAC is restored and
quickly reaches the desired value.
The choice of DAC’s resolution and frequency tuning range is

governed by tolerable frequency quantization error. Frequency
quantization error results in accumulation of VCO phase for one
reference cycle, which results in deterministic jitter and conse-
quently reference spurs. For a given DAC resolution and fre-
quency tuning range, deterministic jitter can be estimated
mathematically as follows:

(3)

where is the frequency tuning range, is the frequency
multiplication factor, is the size of DAC,
is the VCO frequency, and is the VCO period. Using
(3), plot of deterministic jitter as a function of frequency tuning
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Fig. 11. Schematic and timing diagram of the proposed edge replacement logic (ERL).

Fig. 12. Schematic and timing diagram of the Nyquist-rate DAC.

Fig. 13. Simulated deterministic jitter as a function of frequency tuning range
for and GHz.

range for various DAC sizes is shown in Fig. 13. Increasing the
DAC resolution on one-hand reduces the frequency quantiza-
tion error and on the other-hand increases the area and para-
sitic capacitance on the (virtual supply node of VCO),
which eventually increases the power-on time of MDLL. De-
sign of fast power-on MDLL with wide frequency tuning range
VCO remains a challenging problem. In the proposed architec-
ture, 8 bit integral path DAC provides up to 125 MHz of tuning
range.

VI. MEASUREMENT RESULTS

The die micrograph of the prototype transmitter, imple-
mented in 90 nm CMOS process, is shown Fig. 14. It occupies
an active area of 0.3 mm of which the voltage mode driver

Fig. 14. Die micrograph of the proposed transmitter.

Fig. 15. Measured power breakup of the proposed transmitter.
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Fig. 16. Measured power-on/off transient of the proposed MDLL for multiplication factors of 8 and 16.

occupies mm m m and the MDLL occu-
pies mm m m . The chip is packaged in a
48 pin QFN plastic package.
Wide range of measurements were conducted to quantify the

trade-offs between performance and power-on time. For all the
measurements, multiplication ratio of 8, reference frequency of
312.5 MHz and a 0 pF decoupling capacitor for MDLL
is used unless otherwise stated. At 5 Gb/s, the transmitter
consumes 4.8 mW (excluding PRBS generators) with voltage
mode driver consuming 2.6 mW from a 1 V supply and the
MDLL consuming 2.2 mW from a 1.1 V supply. Fig. 15 shows
the on-state and off-state power break-up of the transmitter. In
the power-off state the transmitter consumes 33 W of which
11 W is consumed by the voltage mode driver and 25 W
by the MDLL. Off-state power in the voltage mode driver is
largely due to leakage in digital circuits such as accumulators
and multiplexers. In MDLL, out of the measured 2.2 mW
on-state power, 1.38 mW is consumed in the digital logic and
the remaining 0.82 mW is consumed in the DACs and the
oscillator. In the off-state, out of measured 25 W, 17 W is
consumed in bias circuits and leakage in DAC’s decoder logic,
and 8 W is due to leakage in rest of logic circuits.
Fig. 16 shows the captured transient of 2.5 GHz clock wave-

form, while power cycling theMDLL for a multiplication factor
of 8 (312.5 MHz reference) and 16 (156.25 MHz reference).
Fig. 17 plots the measured peak period jitter versus power-on
time. In both cases, the MDLL locks in approximately 3 refer-
ence cycles. Mathematically, it can be shown that a small time
constant on node makes settling time, in terms of refer-
ence cycles, to be independent of the multiplication factor .
Fig. 18 shows the captured and sig-

nals while power cycling the transmitter. The delay difference
between the signal captured on the CSA8200 and the

signal which is applied on the transmitter input is 1 ns,
as seen in the power-off event. The measured power-on time of
the voltage mode driver is around 2 ns and is dominated by the
time needed to charge 20 pF decoupling capacitors of the output
driver and per-driver regulators. The voltage mode driver thus
doesn’t limit the power-on time of the whole transmitter. The
power-on time is limited by the MDLL’s power-on time, which

Fig. 17. Measured period jitter of the proposed MDLL for multiplication fac-
tors of 8 and 16.

is 10 ns. The measured energy overhead of power cycling is
44 pJ of which 32 pJ is consumed in the voltage mode driver and
the remaining 12 pJ in the MDLL. Charging and discharging of
capacitors on and nodes (see Fig. 3) are the major
contributors to this overhead.
Fig. 19 plots the power consumption and energy efficiency

of the transmitter versus effective data rate for different data
burst lengths (in bytes). Ideally, the power consumption must
scale linearly with the data rate, as shown by dashed line in the
power consumption versus effective data rate plot. However, the
power overhead due to power cycling and finite power-on time
increases the slope of the power versus effective data rate curve
at smaller burst lengths (4 bytes). For longer burst lengths, the
power overhead due to power cycling is a smaller portion of
the total power consumed during data transmission. Therefore,
energy proportional behavior, which is closer to the ideal case
is achieved. For 128 bytes packet size, the power consumption
varies from 4.8 mW to 0.095 mW (50 change) and the energy
efficiency varies from 1 pJ to 2 pJ (2 change) when the ef-
fective data rate varies from 5 Gb/s to 48 Mb/s (100 change).
The 32 byte packet size data burst reaches the break-even power
point at 3.33 Gb/s and any increase in the bandwidth demand
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Fig. 18. Measured power-on/off transient of the proposed transmitter.

Fig. 19. Measured power consumption and energy-per-bit of the proposed transmitter as a function of effective data rate for various burst lengths in bytes.

Fig. 20. Measured eye diagram of the proposed transmitter at 5 Gb/s with PRBS9 output data.

beyond this point must be met by keeping the transmitter in an
always-on state.
Fig. 20 shows the captured transmitter output eye dia-

gram with the PRBS9 data. The differential output swing is
250 mV and the measured long term jitter is 4 ps and
26.3 ps with 100 k hits. Fig. 21 shows the MDLL output
phase noise plot at 2.5 GHz. The measured phase noise at
1 MHz offset is 116.9 dBc/Hz and the jitter obtained by
integrating phase noise from 3.125 KHz to 100 MHz is 752 fs.

Trade-off between power-on time and jitter performance is
measured using programmable capacitor bank (see Fig. 7).
Fig. 22 shows the measured period jitter for different decou-
pling capacitor values. These measurements were conducted by
enabling the capacitors one at a time while the MDLL is power
cycled. As expected, a big decoupling capacitor increases the
power-on time by increasing the time for the control voltage

to settle. Themeasured settling time is 256 ns for a 20 pF
capacitor and 10 ns for 0 pF capacitor.
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Fig. 21. Measured phase noise spectrum of the proposed MDLL at 2.5 GHz
output frequency.

Fig. 22. Measured peak period jitter as a function of time for different decou-
pling capacitor settings.

Fig. 23 shows the measured MDLL jitter performance
for two extreme capacitor values. The measured long term
absolute jitter over 100 k hits for a 20 pF decoupling ca-
pacitor is 1.1 ps /10 ps , and for a 0 pF capacitor
is 2 ps /18.6 ps . A big decoupling capacitor filters
the noise from current sources and supply thereby achieving
superior performance. A big decoupling capacitor also helps in
reducing reference spurs. Fig. 24 shows the measured MDLL’s
output spectrum for two capacitor values.
The measured reference spur for a decoupling capacitor of

20 pF and 0 pF is 51.5 dB and 43.5 dB, respectively. We
believe common ground pins between the ripple counter, digital
logic, and VCO is the main reason for this spur and the spurs
appearing at subharmonic reference frequencies.
Energy proportional performance of the stand alone MDLL

is measured separately. Fig. 25 shows the measured power
consumption and energy-per-cycle versus utilization when the
MDLL is power cycled at four different on/off periods. The
power scales linearly with utilization. The average energy over-
head of on-to-off and off-to-on transition is 12 pJ. A non-zero
y-intercept indicates finite turn-on time and non-zero off-state
power. In a conventional multiplier the energy-per-cycle in-
creases at lower utilization. The proposed MDLL achieves

TABLE I
PERFORMANCE COMPARISON OF THE PROPOSED FAST-ON TRANSMITTER

WITH STATE-OF-THE-ART DESIGNS

0.4 mW for 8 channels reported
Output driver and clock power at 5 Gb/s
Output driver, clock and receiver power at 5.6 Gb/s
Output driver, clock and receiver power at 4.3 Gb/s

almost constant energy-per-cycle when power cycled with
a cycle time of 1600 ns. For this case, the energy-per-cycle
changes from 0.88 pJ to 1 pJ when the utilization changes from
100% to 9%. When MDLL is power cycled with a cycle time
of 400 ns, the energy-per-cycle changes from 0.88 pJ to 1.4 pJ
when the utilization changes from 100% to 7.5%.
Table I compares the proposed transmitter with state-of-

the-art designs. The proposed voltage mode driver compares
favorably and achieves smallest power-on time. The trans-
mitter as a whole achieves smallest power-on time in terms
of reference cycles. Comparison of the proposed transmitter
with prior-art is made using normalized energy-per-bit versus
effective data rate and normalized power versus effective data
rate plots. Burst length of 8 bytes is used in this compar-
ison. Comparison plots were obtained based on the power-on
time, off-state power, and on-state power of the prior-art and
proposed transmitter. Normalization of energy-per-bit versus
effective data rate was done such that, proposed transmitter and
prior-art have unity energy efficiency at their respective peak
data rates. Normalization of power versus effective data rate
was done such that, proposed transmitter and prior-art have
unity power at their respective peak data rates. Fig. 26 shows
the comparison plot of normalized power versus effective
data rate and energy-per-bit versus effective data rate. At an
effective data rate of 10 Mb/s, normalized energy-per-bit of the
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Fig. 23. Measured long term jitter histogram of the proposed MDLL for 0 pF and 20 pF decoupling capacitor cases.

Fig. 24. Measured spectrum of the proposed MDLL for 0 pF and 20 pF decoupling capacitor cases.

Fig. 25. Measured MDLL power consumption and energy-per-cycle as a function of utilization for various power-cycling periods.

proposed transmitter, [5], and [4]1 is approximately 5.2, 3.6 and
1.7, respectively. Table II compares the proposed MDLL with
the state-of-the-art fast power-on frequency multipliers. The
proposed MDLL achieves smallest power-on time (3 reference
cycles) and competitive power efficiency (0.88 mW/GHz).

1The reason behind a flat normalized energy-per-bit versus effective data rate
plot (see Fig. 26) for [4] even at relatively low data rates is due to 0 mW off-
state power reported in [4]. However, a non-zero (even fewmicrowatts) off-state
power could increase the energy-per-bit at lower effective data rates as seen in
the energy-per-bit versus data rate plot in [4].

VII. CONCLUSION

Despite being energy efficient at their peak data rates, con-
ventional links suffer from efficiency degradation at lower link
utilization. Power cycling technique is employed to achieve
constant energy-per-bit operation across all utilization levels
of a link. In this work, we have presented a fast power-on
transmitter architecture, which demonstrates energy propor-
tional operation over wide variations of link utilization, and
is therefore suitable for energy efficient links. The transmitter
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Fig. 26. Normalized power consumption and energy-per-bit of the proposed transmitter and prior-art as a function of effective data rate for 8 byte burst length.

TABLE II
PERFORMANCE COMPARISON OF THE PROPOSED FAST-ON CLOCK MULTIPLIER WITH STATE-OF-THE-ART DESIGNS

Results reported at 3.16 GHz
Individual MILO power is not reported in [4]
Power-On time of the transmitter including MILO
Power-on time is reported at 3 GHz

architecture combines architectural and circuit design tech-
niques to achieves fast power-on capability in the voltage mode
output driver by using fast-digital regulator, and in the MDLL
based clock multiplier by accurate frequency pre-setting and
instantaneous phase acquisition. An improved edge replace-

ment logic circuit for the MDLL was presented to ease timing
requirements. The prototype fast power-on transmitter was
fabricated in 90 nm CMOS technology and occupies an active
die area of 0.3 mm . The proposed fast power-on transmitter
architecture achieves 10 ns total power-on time, which is
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limited by the clock multiplier, and consumes 4.8 mW/36 W
on/off-state power from 1.1 V supply. The voltage mode driver
and the clock multiplier achieve power-on-time of only 2 ns and
10 ns, respectively. The transmitter achieves 100 effective
data rate scaling (5 Gb/s–0.048 Gb/s), while scaling the power
and energy efficiency by only 50 (4.8 mW–0.095 mW) and
2 (1–2 pJ/Bit), respectively.
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