
IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 50, NO. 12, DECEMBER 2015 3101

A 7 Gb/s Embedded Clock Transceiver
for Energy Proportional Links

Tejasvi Anand, Student Member, IEEE, Mrunmay Talegaonkar, Ahmed Elkholy, Student Member, IEEE,
Saurabh Saxena, Amr Elshazly, Member, IEEE, and Pavan Kumar Hanumolu, Member, IEEE

Abstract—A rapid-on/off transceiver for embedded clock
architecture that enables energy proportional communication
over the serial link is presented. In an energy proportional link,
energy consumed by serial link is proportional to the amount of
data communicated. Energy proportionality can be achieved by
scaling the serial link power linearly with the link utilization,
and fine grained rapid power state transition (rapid-on/off) is one
such technique which can achieve this objective. In this paper,
architecture and circuit techniques to achieve rapid-on/off in PLL,
transmitter and receiver are discussed. Background phase calibra-
tion technique in PLL and CDR phase calibration logic in receiver
enable instantaneous lock on power-on. The proposed transceiver
demonstrates power scalability with a wide range of link utiliza-
tion and, therefore, helps in improving overall system efficiency.
Fabricated in 65 nm CMOS technology, the 7 Gb/s transceiver
achieves power-on-lock in less than 20 ns. Proposed PLL achieves
power-on-lock in 1 ns. The transceiver achieves power scaling by
44 (63.7 mW-to-1.43 mW) and energy efficiency degradation
by only 2.2 (9.1 pJ/bit-to-20.5 pJ/bit), when the effective data
rate (link utilization) changes by 100 (7 Gb/s-to-70 Mb/s). The
proposed transceiver occupies an active die area of 0.39 mm .
Index Terms—Burst mode, embedded clock, energy efficient, en-

ergy proportional, fast power-on, I/O, low power, PLL, power scal-
able, rapid on/off, serial link, transceiver.

I. INTRODUCTION

G ROWING demand for high-performance computing
has resulted in a constant increase of the number of

processing cores and consequently increase in demand for
off-chip I/O bandwidth. Because processor's package is typi-
cally constrained by the number of I/O pins, bandwidth demand
is usually met by increasing the per-pin data-rate/bandwidth,
as shown in Fig. 1(a). Energy efficiency of serial links, as
measured in terms of energy-per-bit metric, has also improved
as depicted in Fig. 1(b), but has started to taper off in recent
years.1 Voltage and process scaling are the biggest contributors
in improving energy efficiency over the last 15 years. However,
as the supply voltage scaling has saturated in finer technology
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Fig. 1. Serial link trend for the last 15 years. (a) Data rate versus year of publi-
cation. (b) Energy-per-bit versus year of publication. (c) Energy-per-bit versus
technology node.

nodes, energy efficiency improvement due to voltage scaling
has diminished. Plotting energy efficiency as function of tech-
nology, as shown in Fig. 1(c), also reveals that there is no net

1The serial link data is collected from papers published in ISSCC, VLSI
symp., CICC, ESSCIRC and A-SSCC
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Fig. 2. Proposed rapid-on/off transceiver architecture.

efficiency improvement beyond 65 nm, which can be explained
as follows. Over the last several years, channel characteristics
have remained more or less fixed for cost reasons. As a result,
increasing data rates meant that channel loss has increased,
which mandates more equalization and hence increased power
consumption. In other words, energy efficiency improvements
provided by process scaling are offset by the energy needed to
compensate for channel loss.
The combined effect of increasing bandwidth and saturating

energy efficiency would eventually result in increased power
consumption of serial links. Due to thermal constraints of a
package, increasing serial link power could potentially con-
strain the power budget allocated for computational cores.
Consequently, serial link power may become the bottleneck
to increasing processor's computational capacity. Therefore, a
paradigm shift in reducing serial link power is needed.
It was observed that serial links in data centers are used only

15%–30% of the time [1], [2]. During idle periods, links con-
sume almost peak power to maintain synchronization between
transmitter and receiver. In view of this, fine-grained power
state transition is a promising way to reduce power consump-
tion of serial links by almost 70%–85% [3]–[10]. In this tech-
nique, the link is powered down when idle and powered back
up when data is ready to be transmitted. This results in energy
proportional operation, where the energy consumed to transfer
data is directly proportional to the amount of data transferred
and is independent of link utilization. We estimated that in the
year of 2016, idle power savings offered by rapid-on/off tech-
nique could result in savings of approximately $870M in data
centers across North America [11]–[14]. In order to perform
rapid-on/off operation, state transition time or power-on time
of link must be small, ideally zero, and off-state power should
also be close to zero [8]. Both these requirements are very dif-
ficult to achieve in practice. Best known power-on-lock times

for embedded clock transceiver architectures are of the order of
microseconds as specified in the IEEE 802.3az standard for en-
ergy efficiency ethernet (EEE) [7].
In this paper, a 7 Gb/s rapid-on/off embedded clock trans-

ceiver, that achieves less than 20 ns power-on-lock time is
presented [15]. The transceiver achieves 44 power scaling
(63.7 mW-to-1.43 mW) and energy efficiency degradation of
only 2.2 (9.1 pJ/bit-to-20.5 pJ/bit), when the effective data
rate (link utilization) changes by 100 (7 Gb/s-to-70 Mb/s).
The rest of the paper is organized as follows: Section II in-

troduces the complete transceiver architecture. Design details
of fast power-on-lock LC-PLL are described in Section III. Ar-
chitecture and circuit details of the output driver are presented
in Section IV. Section V discusses the fast power-on-lock
CDR architecture. Section VI presents the measured results.
Section VII concludes the paper.

II. TRANSCEIVER ARCHITECTURE

The proposed 7 Gb/s rapid-on/off transceiver architecture is
shown in Fig. 2. The transmitter consists of a parallel PRBS gen-
erator, 16:1 serializer, three tap feed forward equalizer, and fast
power-on current-mode logic (CML)-based output driver. The
serializer is designed with a series of 2:1 multiplexers. PRBS
data generated using synthesized parallel PRBS generators [16]
operating at 437.5 MHz, is serialized to generate 7 Gb/s true
PRBS data stream. Fast power-on biasing is used to power-on
the CML-based predriver and output driver.
The receiver consists of a quarter rate bang-bang phase detec-

tors (BBPD), 4:16 deserializer, clock and data recovery (CDR)
logic, phase interpolators (PI), PRBS checker and the START
Rx Generator circuit (also known as receiver wake-up circuit).
Receiver lock time is estimated from the Error signal, which is
generated by performing logical OR operation on parallel PRBS
checker outputs. Receiver lock is declared when the Error signal
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Fig. 3. Evolution of a conventional PLL into a fast power-on-lock lock PLL. (a) Conventional PLL with random initial phase error. (b) PLL with fixed initial
phase error. (c) PLL with fixed initial phase error of max one VCO time period. (d) PLL with zero initial phase error.

goes low. CDR phase calibration logic (CPCL) and Dynamic
gain calibration logic (DGCL) are the two techniques used to
achieve fast phase and frequency locking.
A fast power-on-lock LC-PLL generates a 7 GHz clock for

both the transmitter and receiver blocks. A programmable di-
vider following the LC-PLL divides the PLL output for oper-
ation at lower data rates. Because power-off periods can be of
the order of milliseconds [17], frequency drifts caused by die
temperature change [18] are compensated using an on-chip tem-
perature sensor [19] and a look-up-table (see Section III-A for
details). Proposed transceiver can be configured in either trans-
mitter or in receiver mode. In the transmitter mode, the PLL
powers-on in a phase locked condition, while in the receiver
mode, PLL powers-on without a phase lock. The advantages
of starting the PLL in out-of-lock condition are discussed in
Section V-B.

III. FAST POWER-ON LC-PLL

The proposed Type-II LC PLL is based on the conventional
hybrid PLL architecture shown in Fig. 3(a). The proportional
control is implemented in the analog domain by driving the os-
cillator directly with UP/DN signals generated by the PFD. In-
tegral control is realized in the digital domain by detecting the
sign of the phase error at the output of PFD and driving the os-
cillator with integrated phase error provided by the digital ac-
cumulator. Lock time, defined as the time needed to achieve
phase lock (assuming frequency error is zero), is an important
consideration in the design of the PLL. Because hybrid PLL
exhibits linear loop dynamics, its lock time is dictated by the
loop bandwidth and the initial phase error between and

( ). While it is possible to reduce
lock time by increasing bandwidth, reference clock frequency,
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sets an upper limit on the maximum PLL bandwidth to
about for stability reasons [20]. Gear shifting tech-
niques can alleviate this trade-off [21], but the lock time is still
of the order of several microseconds. Oversampling the output
of feedback divider can achieve fast phase locking [22], but it
results in large jitter, which is unacceptable for high-speed wire-
line applications. An alternate approach to reducing lock time is
to make the initial phase error to be zero, so that the loop starts
in the locked condition, independent of PLL bandwidth. In this
work, we seek to explore this approach to reduce PLL lock time.
To this end, we will first evaluate the sources of initial phase
error and present techniques to make the error zero.
There are three main sources of initial phase error as depicted

in the timing diagram of Fig. 3(a). First, the initial VCO output
phase is unknown as it depends on the thermal noise
dependent start-up profile of the oscillator. Second, initial state
of the feedback divider is unknown as it depends
on the state in which it was powered off and leakage during the
off period (if dynamic flops are used). Third, delay in the feed-
back path is unknown because it depends on layout
parasitics and is also sensitive to process variations.
A conventional LC-tank builds up oscillations by amplifying

thermal noise voltage. Start-up time of the oscillator depends
on the initial thermal noise amplitude and is of the order of sev-
eral nanoseconds. The startup time can be reduced by providing
initial condition to the LC-tank [23]. Mathematically, amplitude
build-up phenomenon and startup time can be analyzed with the
help of Van der Pol equation.
Based on the solution of Van der Pol equation, it was observed

that if the initial condition is fixed for every power-on event,
then the output phase trajectory of an oscillator is deterministic.
In this work, initial condition is given to oscillator in the form
of a narrow pulse injected into the oscillator. This pulse is gen-
erated from the START signal and has a known phase relation
to the phase of the reference clock, as shown in Fig. 3(b).
While using initial condition removes the uncertainty in the

oscillator output phase, , initial feedback divider state,
and delay in the feedback path, cause to be a
fixed offset from . Therefore, this phase offset must be
canceled to achieve instantaneous phase locking. A simple dig-
ital delay-locked loop (DLL) in which the feedback clock is ap-
propriately tuned such that its phase is aligned to the reference
phase can be used for this purpose. Because the phase offset can
be as large as one reference time period ( 10 ns), a 14 bit accu-
rate delay line is needed to keep the quantization error to within
1 ps. The design of such a wide range and high-resolution delay
line is difficult, especially in a 65 nm CMOS process that has
an FO4 delay of approximately 16 ps. To alleviate this require-
ment, we propose to use the feedback divider to first reduce the
phase offset to be within one VCO period and then use a 7 bit
digitally controlled delay line with a range spanning approxi-
mately 250 ps (1.7 VCO period) to correct the residual offset.
To illustrate how the divide-by-64 feedback divider can pro-

vide programmable delay, we treat it as a 64-state finite state
machine clocked at the VCO frequency. FB output is asserted
high after reaching the 64 state. If the divider is powered on
in the 1 state, then the first positive edge of the FB clock is as-
serted high after a delay of 64 VCO clock periods. In general, if

the divider is powered-on in N state, then first FB clock edge
occurs after 65-N VCO clock cycles. Therefore, by setting the
initial state of the divider, the FB clock can be delayed in steps
of VCO period, thereby making the unknown phase difference
between and to be within one VCO period, as shown
in Fig. 3(c). In this work, the optimal initial state of the divider
is set based on simulations.
The remaining unknown phase was compensated using a

DLL [see Fig. 3(d)]. Thanks to the coarse delay adjustment
provided by the divider, the DLL has to cover a range of
only one VCO period. This unknown phase also includes
the unknown delay in the pulse generation path, and residual
frequency error even after precisely setting the oscillator fre-
quency. By accumulating sign of the phase error between
and measured immediately after a power-on event, the
DLL shifts by one LSB of the digitally controlled delay
line and forces to zero after several power-on
events. The DLL is updated on the falling edge of
after stopping the PLL. As a result, the DLL has no impact on
PLL loop dynamics.

A. Complete PLL Architecture
The proposed PLL architecture along with the timing dia-

gram of phase calibration logic is shown in Fig. 4. Registers
in the integral path are clocked with REF, while registers in
the DLL path are clocked with . The PLL multi-
plies 109.375 MHz reference clock by 64 and generates 7 GHz
output clock. It employs a hybrid architecture [24] in which the
proportional path is implemented in analog domain and inte-
gral path in the digital domain. It can be reconfigured to operate
in bang-bang mode, where only the sign of the phase error is
used in the proportional control path. The 8 bit integral path
accumulator output, which acts as the digital frequency con-
trol word is stored during the off-state and restored back on
power-on to ensure that the PLL starts in a frequency-locked
condition. However, temperature drift during long off-periods
may cause the oscillator to start at a different frequency and the
resulting frequency error may increase phase lock time of the
PLL. To mitigate this, a lookup table (LUT)-based temperature
compensation scheme is used. The LUT contains the frequency
control word as a function of temperature, needed to ensure
7 GHz free-running frequency. Using the die temperature mea-
sured by the integrated temperature sensor, the corresponding
digital frequency control word is read from the 64 8 LUT and
is restored into the integral path accumulator. The LUT stores
the absolute value of 8 bit frequency control word. The LUT
contents are initially filled with values obtained from transistor-
level simulations of the DCO and the temperature sensor and
subsequently refreshed at every power-off event. When the PLL
is powered-off, the digital control word from the integral path
accumulator is written to the address corresponding to the tem-
perature provided by the temperature sensor. The LUT opera-
tion can be optionally enabled at the expense of one reference
cycle power-on latency.
Although LUT can compensate for large frequency errors,

limited rows of LUT and quantization of fine frequency tuning
in 256 discrete steps could result in residual frequency error.
If the PLL is configured in bang-bang mode, then the PLL can
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Fig. 4. Proposed fast power-on-lock LC-PLL architecture and phase calibration timing diagram.

tolerate error less than or equal to the bang-bang step size. Any
error more than the step size would result in phase slewing. In
this work, the bang-bang step size is programmable and ranges
from 40 ppm ( 20 ppm) to 640 ppm. If the PLL is config-
ured in the proportional control mode, then the frequency error
would result in phase offset at the input of PFD on power-on.
The amount of offset depends on the PLL loop dynamics, mul-
tiplication factor and frequency error.
As described earlier, phase error between and is

made zero on power-on with the help of a DLL, which oper-
ates in the background. DLL consists of a delay line, which is
digitally controlled with 7 bits, and has a range of 250 ps with
a step size of approximately 2 ps. Assuming the initial condi-
tion of the divider is set properly, in the worst case, the phase
difference between the feedback clock ) and the refer-
ence clock will be at most one VCO period (approx-
imately 142 ps). As a result, phase calibration loop takes at most
128 power-on/off cycles to reach steady state. A replica delay
line is added on the reference clock path to compensate for the
phase drifts in delay line and divider caused due to temperature
variations during long off-periods and voltage variations during
on-off events.

B. LC-Digitally Controlled Oscillator (LC-DCO)
LC-DCO architecture is shown in Fig. 5. It consists of a

7 bit binary weighted coarse frequency selection (CFS) ca-

pacitor bank and an 8 bit thermometer coded fine frequency
selection (FFS) capacitor bank. The tuning resolution of CFS
and FFS is 300 ppm and 20 ppm, respectively. Single turn
0.44 nH inductor is used to achieve a quality factor of approx-
imately 20. Two additional pull-down NMOS transistors are
added on either side of LC-DCO to provide the initial condi-
tion. On power-on, a narrow pulse derived from the START
signal is applied to the gate of one of these NMOS transistors,
which pulls down one end of the LC-tank momentarily. This
ensures that the oscillator phase trajectory remains fixed on
every power-on event.
Large initial condition helps to reduce the uncertainty in the

oscillator phase trajectory. Based on the peak-peak DCO phase
error estimated from 100 power-on transient noise simulations,
design parameters such as startup pulse width, rise/fall time,
and pull-down NMOS transistor size were estimated. Simula-
tion results suggest that a pulse width larger than 100 ps with
100 ps rise and fall time results in phase error of 480 .
A 16 m/80 nm pull-down NMOS transistor results in pk-pk
phase error of 400 , which meets our design goals.
Proportional control is implemented using 7-step MIM ca-

pacitor bank using UP/DN controls with a frequency step of ap-
proximately 12,250/ 9,750 ppm. This results in a PLL band-
width of approximately 1.5 MHz.
When the oscillator is powered-off, its output nodes OUTP

and OUTM settle towards . On power-on, the oscillator
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Fig. 5. Proposed LC-DCO architecture.

output common-mode quickly changes from to .
As a result, nodes A, B, C, and D, which are at the bottom plate
of MIM capacitor bank experience a step-like transition, which
decays slowly based on the time constant on these nodes. For
an always-on PLL, this transition time is not a problem, but for
the rapid-on/off PLL, voltage transition on nodes A, B, C, and
D could change the NMOS switch resistance between the MIM
caps, and results in slow frequency settling [25]. To address this
issue, care was taken to reduce time constants on nodes A, B, C,
and D by adding resistors in the form of always-on transistors
M1, M2, M3, and M4.

C. PLL Modes and Power-On Sequence
Proposed PLL can be configured to operate in 4 different

power-on sequence modes. These modes are Tx PLL without
LUT, Tx PLL with LUT, Rx PLL without LUT, and Rx PLL
with LUT mode.
In Tx PLL without LUT mode, PLL is configured to be used

for the transmitter. Previously saved frequency control word is
restored from the integral path accumulator. PLL starts instan-
taneously with the START PLL signal that is synchronized with
the REF clock.
In Tx PLL with LUT mode, PLL is configured to be used

for the transmitter. Previously saved frequency control mode
is restored back from the LUT. It takes one reference cycle to
perform this operation. Therefore, in this mode the PLL power-
on-lock time is increased by one reference cycle.
In Rx PLL without LUT mode, PLL is configured to be used

in the receiver. Previously saved frequency control mode is re-
stored back from the integral path accumulator. PLL starts in-
stantaneously with the START PLL signal, but in out-of-lock
condition.

In Rx PLL with LUT mode, PLL is configured to be used in
the receiver. PLL starts instantaneously with the START PLL
signal in out-of-lock condition. Previously saved frequency con-
trol mode is restored from the LUT. It takes one reference cycle
to perform this operation. While the LUT read operation is un-
derway, the PLL output could gain or lose phase in the first refer-
ence cycle after power-on. CDR corrects the resulting sampling
phase error with the help of phase interpolator (PI).

IV. TRANSMITTER

Proposed rapid-on/off CML-based transmitter output driver
chain is shown in Fig. 6. While it is possible to achieve rapid-
on/off capability in low power voltage-mode output drivers [5],
[8], CML is preferred for its lower sensitivity to supply tran-
sients, which occur during the power-on events. Compared to
the previously reported rapid-on/off CML drivers [6], [9], the
proposed CML driver achieves a smaller power-on time at the
expense of a small always-on bias current. The design of the
transmitter driver chain is done in a sliced fashion, where each
of these slices consists of a CMOS-to-CML converter, predriver,
and an output driver (see Fig. 6). Three tap feed-forward equal-
ization is provided on the transmitter end, and it is integrated
into the output driver. Precursor and postcursor of the equalizer
consist of one slice each while the main cursor consists of four
slices. In each slice of the output driver, tail current source con-
sists of a 2 bit current DAC. By configuring the number of slices
and tail current of CML logic, equalization coefficients can be
adjusted in coarse and fine way, respectively.
Fast power-on CML logic and the associated timing diagram

is shown in Fig. 7. A small bias current is kept always-on
to achieve fast power-on capability. During power-off, switch
S1 is off, and, as a result, the common-mode voltage of the
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Fig. 6. Transmitter output driver slice architecture.

output driver is at . On power-on, the voltage at node P
falls sharply fall from to voltage ,
where is the input common-mode voltage of the output
driver. At the same time, node X rises from ground to voltage

. Large jump in causes a kick-back on the BIAS
node voltage , which is given by the following expres-
sion:

(1)

where is the gate to drain parasitic capacitance, and is the
decoupling capacitor on the BIAS node. Decay time of the kick-
back depends on the time constant associated with the BIAS
node and it is usually of the order of few nanoseconds. Kick-
back causes current overshoot in the output driver, which man-
ifest itself as jitter. Adding a decoupling capacitor on the
BIAS node, helps in reducing themagnitude of , and con-
sequently helps in reducing jitter. A conventional CML driver
takes more than 120 ns to power-on and settle [9]. With the
proposed fast power-on CML technique, the transmitter output
driver settles within 500 ps (based on measured results).

V. RECEIVER

Rapid-on/off operation requires the receiver to quickly syn-
chronize with the received data and must have the ability to
power-on/off instantaneously. Conventional high-speed burst
mode receivers can quickly lock to the received data, but cannot
be powered down [26], [27]. Gated VCO-based burst mode re-
ceiver can be powered down [10], but they are limited to low

Fig. 7. Fast power-on biasing scheme for CML-based logic.

data rates (2.2 Gb/s). In view of these limitations, we propose
a high-speed burst mode receiver with rapid-on/off capability.
Two techniques referred to as CDR Phase Calibration Logic
(CPCL) and Dynamic Gain Calibration Logic (DGCL), are em-
ployed to achieve fast phase and frequency acquisition.

A. START Rx Generator

START Rx Generator circuit is shown in Fig. 8. It consists
of two cross-coupled stages denoted as Stage-1 and Stage-2.
Stage-1 output does not go all the way to due to the current
sinking transistors M5 and M6, and for that reason Stage-2 is
used to amplify the Stage-1 output and drive the XOR gate. To
ensure reasonable swing at the output of Stage-1, transistors M1
and M2 are made wider than transistors M5 and M6. Similarly
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Fig. 8. Schematic of START Rx generator circuit.

Fig. 9. (a) Simulated START Rx signal sensitivity to transmitter amplitude. (b) Simulated START Rx signal sensitivity to receiver temperature. (c) Simulated
START Rx signal sensitivity to receiver supply voltage. (d) Simulated START Rx signal sensitivity to transmitter supply voltage.

in Stage-2, transistors M17 and M18 are made wider than M9,
M10, M11, and M12.
When the transmitter is powered on, common-mode voltage

of the output driver drops from to ,
where is the transmitter output swing. Transistors M1
and M2 in Stage-1 sense this change, and starts to pump current
in the cross-coupled pair consisting of transistors M3, M4, M7
andM8. As a result, the Stage-1 latch acquires a known state, i.e
one output goes high and its complement goes low. This state
depends on the relative value of currents I1 and I2, which are
drawn from transistors M5 and M6, respectively. The relative
value of current depends on the starting data pattern. For in-
stance, if the incoming data is all 0's , then

and . In this work, starting data
pattern is kept fixed. In the practical usage scenario, it can be

fixed by using a fixed preamble on the data packet. When the
transmitter is powered-off, both nodes and are
at . Transistor M1 and M2 are off, and transistors M5 and
M6 pull down Stage-1 latch output to ground. Consequently,
both outputs of the Stage-2 latch are at and the START
Rx signal is low. START Rx generator has a maximum require-
ment on the common-mode voltage for correct operation. Based
on simulations, at typical corner, the START Rx generator fails
to operate with a common-mode voltage above 945 mV.
Simulated sensitivity of START Rx signal is shown in

Fig. 9. START Rx has a sensitivity of 1.4 ps/mV to the
transmitter signal swing, C to the receiver tempera-
ture, 3.2 ps/mV to the receiver supply and 2.4 ps/mV to the
transmitter supply. In the present work, on-chip temperature
sensor is not used to track START Rx phase drift. At higher
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Fig. 10. Simulated START Rx generator for 1000 transient noise simulations
and a transmitter swing of (a) 400 mV ; (b) 500 mV ;
(c) 600 mV .

data rates, large phase drifts due to temperature variation during
long off-periods could be detrimental. Therefore, it may be
possible to use the temperature sensor to compensate for this
drift in future work.
One thousand montecarlo mismatch simulations were done

for the START Rx generator. The peak-to-peak variation of

STARTRx signal is 94 ps with the standard deviation of approx-
imately 12.6 ps. One thousand transient noise simulations were
done for three different transmitter output swings, as shown in
Fig. 10. Simulated peak-peak jitter of START Rx signal with
500 mV is only 16 ps, which is 0.11UI. Simula-
tions were done for five different amounts of channel loss to
understand the effect of ISI on START Rx generator. As shown
in Fig. 11, START Rx signal delay varies from approximately
150 ps to 150 ps.
Simulations results indicate that the START Rx signal is gen-

erated in less than 1 ns after the transmitter is powered on (as-
suming no channel delay). Fixed phase relationship between the
received data on nodes , and START Rx signal is
leveraged to speedup CDR phase acquisition as discussed next.

B. CDR Phase Calibration Logic (CPCL)
Receiver architecture and proposed CDR phase calibration

logic are shown in Fig. 12. In this scheme, sampling phase of
the CDR at the time of power-on is generated with a fixed
phase relation to the data phase , such that be-
comes independent of the local reference clock phase .
With the help of background calibration, is placed at the
center of received data eye to ensure that the CDR starts in a
phase locked condition i.e. .
To meet the above mentioned phase condition, PLL on the

receiver chip is configured to be powered-on without a phase-
lock. In this configuration, PLL is powered-on instantly upon
receiving the START Rx signal in bang-bang proportional con-
trol mode. The advantage of using bang-bang control for PLL
starting in out-of-lock condition is that phase update rate of an
oscillator can be well controlled. Care was taken to ensure that
PLL phase update rate in the bang-bangmode is smaller than the
CDR phase update rate. Note that in contrast to the PLL config-
ured in transmitter mode where the START signal is retimed by
the reference clock , the START signal used to start re-
ceiver PLL is not retimed ( in Fig. 4). This
helps in establishing a known phase relation between the phase
of START signal (in this case START Rx signal)
and PLL output phase , which can be expressed as

(2)

Using a PI, the phase difference between and can be
adjusted such that

(3)

Based on the discussion on START Rx Generator circuit, there
is a fixed phase relation between and , which
can be expressed as

(4)

From (2), (3), and (4), phase relation between and
is given by

(5)

By digitally adjusting , sampling clock phase is placed
approximately in the middle of received data at the time of
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Fig. 11. (a) Simulated START Rx generator with Channel 1. (b) Simulated START Rx generator with Channel 2. (c) Simulated START Rx generator with Channel
3. (d) Simulated START Rx generator with Channel 4. (e) Simulated START Rx generator with Channel 5. (f) Simulated START Rx signal variation for various
channels with PRBS7 data.

Fig. 12. Proposed receiver architecture and CDR phase calibration logic (CPCL) concept.

power-on. This ensures that CDR starts in phase-locked con-
dition.
Adjustment of is performed in the background by ob-

serving the Error signal on every power-on event. If the sam-
pling phase is not positioned in the middle of the received data
at power-on, errors are recorded by the PRBS checker. Since
CDR loop runs in parallel with CPCL, CDR eventually locks to
the received data and errors in the received data cease to exist.
By observing the time duration of observed errors, is dig-
itally adjusted by setting the initial 5 bit digital control word for
PI, so as to minimize the duration of errors. This adjustment is
done once at the end of every power-on/off cycle. Consequently,
after few on/off cycles, CPCL converges and CDR starts in a
phase-locked condition. In this work, monitoring Error signal
and controlling are performed off-chip.
When the transceiver is powered-on for the first time, the

CPCL may start in the nonoptimum phase. Consequently, at the
end of 20 ns (based on measurements) the Error would still exist

because CDR hasn't achieved lock. This will force the CPCL to
adjust for the next power-on event. Since, there are 32 PI
steps to cover one unit interval (UI also known as data bit du-
ration), CPCL may take on an average 16 on/off cycles to con-
verge. In other words, CPCL has a cumulative training time of
320 ns .
In a practical usage scenario, transmitted data is not PRBS

pattern and, therefore, for the operation of CPCL and detection
of CDR lock, a preamble prefixed to the data packet could be
used (see Fig. 13). Correct decoding of this preamble by the
receiver could be used to determine if the CDR is locked. The
Error signal from the preamble decoder would be used by the
CPCL to adjust the initial data sampling phase.

C. CDR Architecture and Dynamic Gain Calibration Logic
(DGCL)
The proposed CDR consists of a quarter rate bang-bang phase

detector, which generates early, late and data signals, as shown
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Fig. 13. Practical usage scenario of the proposed transceiver.

Fig. 14. Proposed CDR architecture and DGCL blocks.

Fig. 15. Simulated power-on lock profile of transceiver with 0 ppm, 1000 ppm,
and 2500 ppm of frequency error between the transmitter and the receiver with
PRBS7 data.

in Fig. 14. The early and late signals go to the digital loop filter,
which consists of a proportional and integral path followed by
a phase accumulator. Output of phase accumulator is applied to
4 PIs, which are used to sample data and edge in the BBPD.
Dynamic gain calibration logic (DGCL) helps to achieve fast

phase and frequency acquisition and operates in conjunction
with CPCL (see Fig. 14). DGCL starts the CDR loop with a
very high gain on power-on. High gain helps with fast phase
and frequency acquisition but increases recovered clock jitter.

Fig. 16. Simulated power-on-lock time as a function of starting sampling phase
for various horizontal eye openings with PRBS7 data.

Therefore, in order to reduce the recovered clock jitter, the loop
gain is reduced progressively as the CDR approaches towards
frequency lock. Frequency lock can be detected by monitoring
the ACC-F output. When the CDR acquires frequency lock, the
ACC-F output just moves around a static value. Variations in
the ACC-F output around the average value is a function of la-
tency in the system and loop gain. Higher the latency, higher
will be the movement of ACC-F output codes in steady state.
Similarly, higher loop gain also results in large movements of
ACC-F output around the steady state.
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Fig. 17. (a) Die micrograph of the proposed transceiver. (b) Die packed in 88-pin QFN package. (c) Active area break down of the proposed transceiver.

To identify if the ACC-F output has reached the steady state,
the ACC-F output is first differentiated. Because CDR loop la-
tency is around 5 cycles, with the highest gain setting, it was
observed from simulations that the CDR limit cycle has an av-
erage period of 10 CDR cycles. Therefore, to identify the vari-
ation of ACC-F output, ACC-F output must be differentiated
after 10 CDR cycles. In the present architecture, the delay for
the differentiator is programmable from 1 to 10. All the mea-
surements were done with a delay of 10.
An absolute value operation is performed on the output of the

differentiator so as to obtain either zero or a positive value. If
the output of the absolute operation is greater than the threshold,
this signifies that ACC-F is still settling and there is no need to
change the loop gain setting. Once the output of the absolute
operation is less than the threshold, then the 3 bit accumulator
increments, which decreases the CDR loop gain. Measurements
indicate that at maximum gain setting, the CDR BW is approxi-
mately 10 MHz and the worst case power-on time without CDR
phase calibration logic (CPCL) is 180 ns. In steady-state, the
CDR BW is around 2 MHz.
Behavioral simulation of the transceiver in the presence of

0 ppm, 1000 ppm and 2500 ppm of frequency error between
the transmitter and the receiver was performed, and the results
are shown in Fig. 15. The first plot is the output of the accu-
mulator ACC- , which controls the PI. In the presence of fre-
quency error, the ACC- output wraps around, and the rate at
which it wraps around is governed by the frequency error. The
second plot is the output of accumulator ACC-F, which forms
the CDR integral path. Third plot is the Error signal. For all
three frequency error conditions, the Error signal goes down at
the same time. Thus, the power-on-lock time of the CDR re-
mains the same, irrespective of the frequency error.
To understand the effect of ISI on the power-on-lock time

for DGCL and CPCL, behavioral simulations of the transceiver
in the presence of different amounts of channel loss were per-
formed and the results are shown in Fig. 16. Simulations were
done by sweeping the starting sampling phase for four different
channels with different percentage of horizontal eye opening. If
only the DGCL is used, the data sampling clock has no relation
to the received data on power-on. Consequently power-on-lock
time is dependent on the sampling instance and ISI. It can be ob-
served from the simulation that worst case power-on-lock time
increases as the horizontal eye opening reduces. On the other

Fig. 18. Measured PLL jitter in proportional control mode.

hand, if both CPCL+DGCL are used in the receiver, power-on-
lock time becomes fixed and independent of ISI or sampling in-
stance. Thanks to CPCL, the sampling clock has a known phase
relation with the received data on power-on. Thanks to DGCL,
the CDR is quickly locked to the transmitter frequency and it
continuously tracks the phase.

VI. MEASUREMENT RESULTS

The prototype transceiver was implemented in a 65 nm
CMOS process and the die micrograph is shown Fig. 17(a). The
chip was packaged in a 10 mm 10 mm 88 pin QFN plastic
package [see Fig. 17(b)]. The transceiver occupies an active
area of approximately 0.39 mm and the area break down is
shown in Fig. 17(c). This chip operates on 1 V and 1.1 V supply
(1.1 V for BBPD and deserializer).
Because of large current steps during power-on/off events,

design of power distribution network was done carefully.
Several critical supplies, which experience large current steps
are bonded with multiple bonding wires to reduce the parasitic
inductance. Both on-chip and off-chip decoupling capacitors
were used. Total on-chip decoupling capacitor is approximately
1.5 nF. Off-chip decoupling of every supply was done with
100 nF, 1 and 10 capacitors. A damping resistors of
approximately 1-to-5 ohm is added in series on PCB to dampen
out the ringing caused by bond wire inductance and decoupling
capacitance. Off-chip voltage regulators manufactured by
Analog Devices (part# ADP123) were used. Experimental re-
sults to quantify the transceiver performance in always-on and
rapid-on/off modes are presented in the following subsections.
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Fig. 19. Measured PLL phase noise in (a) proportional control mode; (b) bang-bang control mode.

Fig. 20. Measured PLL spectrum in (a) proportional control mode; (b) bang-bang control mode.

Fig. 21. Measured transmitter output eye at 7 Gb/s without FFE in an
always-on condition.

A. Measurements in Always-On Mode
Raw PLL performance such as long-term jitter, phase noise,

and output spectrum was measured in always-on condition.
Measured jitter histogram of the PLL output clock at 7 GHz
is shown in Fig. 18. Long term absolute jitter is 1 and
9.3 , including the trigger jitter of Tektronics DSA8300
oscilloscope. Measured phase noise plot is shown Fig. 19 and
the integrated jitter is 435 in proportional control mode

Fig. 22. Measured BathTub plot of receiver at 7 Gb/s in an always-on condi-
tion.

Fig. 23. Measured jitter tolerance of the CDR at 7 Gb/s.
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Fig. 24. (a) Measured transceiver power break down in an always-on state. (b) Measured transceiver power break down in an always-off state.

Fig. 25. Oscilloscope capture of the PLL power-on/off transient.

Fig. 26. Measured absolute phase drift of the PLL in proportional and bang-bang control modes.

and 890 in bang-bang control mode. Measured reference
spur is 50.1 dB in proportional control mode and 46.8 dB
in bang-bang control mode, as shown in Fig. 20. Measured
temperature sensitivity of LC tank operating at 7 GHz is

C and supply sensitivity is 52.85 ppm/mV.
With 20 ppm of fine frequency step (FFS), PLL can track ap-
proximately 5120 ppm of frequency offset. 5120 ppm translates
to approximately 65 C of temperature range. With 64 entries,
LUT can provide approximately 1 C of temperature resolution.
The temperature sensor is placed near the LC-DCO. Update rate
of the temperature sensor is programmable with the maximum
measured update rate of around 150 k Samples/second. This is
equivalent to around 6.5 of temperature measurement time.
Measured single-ended eye diagram of the CML output

driver is shown in Fig. 21. Transmitter output swing is
Fig. 27. Measured absolute phase drift to demonstrate the effectiveness of the
replica delay in the presence of voltage variations on the digital power supply.



ANAND et al.: 7 Gb/s EMBEDDED CLOCK TRANSCEIVER FOR ENERGY PROPORTIONAL LINKS 3115

Fig. 28. Measured CML output driver power-on/off transient.

Fig. 29. Measured transceiver power-on/off transient at 7 Gb/s.

500 mV and single-ended horizontal and ver-
tical eye openings are approximately 105 ps and 102 mV,
respectively. This near-end transmitter measurement was done
without enabling FFE. ISI present in the eye is due to package
parasitic and impedance discontinuities on the PCB. For the
transceiver operation, FFE taps pre, main and post are set to 0,
0.75, and 0.25, respectively.
Measured bathtub plot from BERT-to-receiver is shown in

Fig. 22. This measurement was performed by synchronizing
BERT clock with the receiver clock and sweeping phase inter-
polator codes in the CDR loop. For a BER of 1e-12, the mea-
sured eye opening is approximately 0.25UI.
The measured lock-in range of the CDR is 2500 ppm.

Measured jitter on the recovered clock for 0 ppm, 2500 ppm,
and 2500 ppm frequency error is 4.8 , 7.6 , and
8.3 , respectively. Fig. 23 shows the measured CDR's jitter
tolerance (JTOL) curve in an always-on condition (steady-state
CDR locked condition). JTOL corner frequency is approxi-
mately 2 MHz. High frequency JTOL is limited primarily by
the ISI caused by package parasitics.
The transceiver power break down in always-on and al-

ways-off state is shown in Fig. 24(a) and (b), respectively.
Operating at 7 Gbps, the transceiver consumes 63.7 mW of
which the serializer and output driver consume nearly 45% of
the total power. The power consumption in the off-state is only
740 W, which is approximately 1.16% of the on-state power.
Leakage in the BBPD and de-serializer blocks make up a 61%
of off-state power consumption.

Fig. 30. Measured power-on-lock time versus starting PI-phase.

B. Measurements in Rapid-On/Off Mode
The measured power-on transient of the PLL, shown in

Fig. 25, demonstrates that the PLL powers-on/off instanta-
neously. To quantify the settling time of the PLL, error in the
output time period was calculated from the output waveform
captured using a high-frequency sampling scope, Agilent
DSO-81204A. Cumulative sum of the period error signifies
the absolute phase drift as depicted in Fig. 26. Mathematically,
absolute phase drift can be calculated as

(6)

where is i measured period. The dotted and solid lines show
the phase drift without and with background DLL-based phase
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Fig. 31. (a) Measured transceiver power versus effective data rate. (b) Measured transceiver energy-per-bit versus effective data rate.

TABLE I
PERFORMANCE COMPARISON OF THE PROPOSED TRANSCEIVER WITH STATE-OF-THE-ART DESIGNS

calibration, respectively. The absolute phase drift with phase
calibration is measured to be 3 ps in a measurement span of
220 ns, which is approximately 2–3 time constants of the PLL
loop. Beyond this span, PLL feedback ensures that the phase
does not drift beyond 3 ps. Fig. 27 shows the measured effec-
tiveness of the replica delay line. PLL phase drift measured with
100 mV of voltage variation on the feedback divider and delay
line during the off-period is less than 2 ps, compared to nominal
supply case.
The measured transmitter settling transient during

power-on/off cycle is shown in Fig. 28. The transmitter
powers-on within 500 ps. It can be observed that the
common-mode drops when the START signal is asserted high,
and the common-mode goes to when the START signal
is de-asserted.
Measurement capturing the successful transmission and re-

ception of data in rapid-on/off mode is performed using two

separate test chips. For this measurement, one chip was con-
figured as the transmitter while the other chip was configured
as the receiver. The chips were connected by a channel con-
sisting of 3.2 in FR-4 trace, 6 in SMA cable, and QFN package.
PRBS7 data was transmitted and recovered in this experiment.
Approximately 4 Billion on/off transactions are captured using
an oscilloscope as shown in Fig. 29. The duration of each trans-
action is 450 ns. Observed signals at the output of receiver
are: START Rx, Error, Recovered Data, and Recovered Clock.
The Error signal is used as an indicator to check if the CDR
has locked to the PRBS pattern [4]. In these measurements,
Error signal goes low in less than 20 ns (in less than 140 bits).
PRBS checker seeding latency is approximately 3 to 4 CDR
clock cycles ( 7–9 ns), is included in the observed power-on-
lock time of 20 ns. A small portion of this time ( 2–3 ns)
is contributed by the PI+PLL power-on time. We believe, the
remaining power-on time could be attributed to power-supply
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TABLE II
PERFORMANCE COMPARISON OF THE PROPOSED FAST POWER-ON-LOCK LC-PLL WITH STATE-OF-THE-ART DESIGNS

glitch, which could have moved the optimum sampling phase
of the CDR to the sub-optimal position because of START Rx
generator's sensitivity to supply voltage. Given the 20 ns of
power-on-lock time, it may not be beneficial to power-off the
link if the idle time between very long active times (say 100 s
of milliseconds) is small (say 20 ns).
Fig. 30 shows the measured power-on-lock time of CDR

plotted as a function of PI starting phase. In this measurement,
PI starting code ( in Fig. 12) was swept across 32 codes
and power-on-lock time was measured by observing the Error
signal. CPCL helps the CDR to start with the optimal PI code,
which ensures minimal power-on-lock time (less than 20 ns in
this case). If DGCL is used alone i.e. CPCL is switched-off,
phase of the incoming data will be random with respect to the
sampling clock and the measured worst-case power-on-lock
time is 180 ns.
The measured transceiver power and energy efficiency is

plotted as a function of effective data rate in Fig. 31(a) and (b),
respectively for 8, 32, and 128 byte data burst lengths. Effective
data rate was obtained by duty cycling the transceiver and is
equal to

(7)
For the 128 byte burst, a 100 change in the data rate i.e. from
7 Gb/s-to-70 Mb/s, the power scales by 44 from 63.7 mW-to-
1.43 mW and the energy efficiency changes only by 2.2 from
9.1 pJ-per-bit-to-20.5 pJ-per-bit. This demonstrates the energy
proportional feature of the proposed transceiver.
Table I compares the proposed transceiver with state-of-

the-art designs. To the best of our knowledge, the proposed
transceiver is the first reported embedded clock architecture

with a power-on-lock time of less than 20 ns. Table II compares
the proposed PLL with the state-of-the-art fast power-on-lock
frequency multipliers. The proposed PLL achieves smallest
power-on-lock time, which two orders of magnitude lower than
other reported PLL architectures and an order of magnitude
lower than reported MDLL and MILO architectures.

VII. CONCLUSION

Fine grained rapid power state transition technique is used
to reduce the overall serial link power. Architectural design
techniques for achieving fast locking in PLL, transmitter, and
receiver were presented. The prototype fast power-on-lock
transceiver with embedded clock architecture was fabricated
in 65 nm CMOS technology and occupies an active die area
of 0.39 mm . It achieves power-on-lock in less than 20 ns
and consumes 63.7 mW/740 W on/off-state power from
1 and 1.1 V supply. The proposed transceiver demonstrates
power scalability with link utilization and achieves energy
proportional operation. To the best of our knowledge, this is the
first reported measured results and techniques of rapid-on/off
transceiver for embedded clock architecture.
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