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How do you measure technology’s support for diverse populations in a way 
that is actionable, and can lead to more inclusive designs of the technology? 
This chapter presents a method and the validated GenderMag survey that 
powers the method. The survey measures diversity gaps in technology in a 
fine-grained way, and the method shows how to use it to translate an 
empirical study's findings into actionable design directions. 

Introduction  

Measurement is the first step that leads to … improvement. (IBM 
quality expert H. James Harrington) [11]  

Many scientists and researchers, including us, agree with Mr. Harrington. 
When considering diversity, a reason for measurements is often a desire 
to change something to improve the support for diversity. 



 

2	

Our interest lies in measuring the diversity of a user population 
that a software system intends to support. Improving how well a 
software system supports diverse users in technology requires diversity 
measurements that are truly actionable—not just a demographic 
measurement (e.g., “we don’t support women as well as other people”; 
or “only 37% of women would recommend our software, compared to 
51% of other people”). Demography-based measurements can point out 
what features disproportionately affect diverse users and how often 
these issues arise but are incapable of explaining why these issues 
exist in the first place. Those why’s are the missing link that enable 
translating the empirical study findings into actionable design fixes. 

To obtain those missing why’s, what is needed is a fine-grained 
measurement device that relates technology misfires with diverse 
individuals’ traits relevant to the usage of technology. Toward that end, 
we have developed a diversity measurement method based on the 
GenderMag facets enabled by a GenderMag facet survey. The 
GenderMag facets represent different cognitive styles that impact how 
individuals go about using technology, in which the differences 
(statistically) cluster by gender. The GenderMag facet survey provides a 
new, fine-grained method for understanding diversity gaps in technology 
and in technology-related artifacts (e.g., user interfaces, documentation, 
user manuals). Although our previous work used facet surveys, this is 
the first time we explain the exact steps of the scoring and the validation 
process. The survey enables: (1) extracting information on who runs 
across which inclusivity bugs and why; (2) comparisons between a 
technology’s before/after diversity support; and (3) developers and 
designers to understand how to make the empirical results actionable.  

Background: The GenderMag facets  

The GenderMag facet survey is a companion to the GenderMag method 
[2]. GenderMag is an evidence-based inclusivity evaluation method that 
software practitioners can use to find and fix inclusivity bugs. 
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GenderMag has been used for a wide range of applications [4, 8, 9, 10, 
12, 14, 15, 17]. 

At the core of GenderMag are five problem-solving styles called 
facets in GenderMag (Figure 1-1), each of which is backed by extensive 
foundational research [2, 16], and has a range of possible values. A few 
values within each facet’s range are brought to life by the three 
GenderMag personas: “Abi”, “Pat”, and “Tim.” Statistically, Abi’s facets 
are more common among women and Tim’s are among men, whereas 
Pat has a mix of Abi’s/Tim’s facets plus a few unique ones.  

Each facet describes how different genders approach problem 
solving when using technology. For example, women may have a 
process-oriented learning style like Abi which means they would prefer 
to learn new technologies in the context of a tutorial or an explicit 
process. When looking for information to progress, some genders may 
be more selective (Tim’s processing style) as in they pick the first 
promising option instead of reading through all the information. These 
facets can help designers pinpoint how to better support all genders 
within technology and the facet survey enables them to measure a 
respondent’s facet values (Figure 1-1).  

The facet survey: What it is  
The GenderMag facet survey (Figure 1-2) is a validated Likert-scale 
survey that collects a respondent’s particular facet values for each of the 
five facets in Figure 1-1. We initially created it as part of a longitudinal 
field study at Microsoft that occurred in 2015-2016 [3].  

At that time, Microsoft had just developed a strong interest in 
supporting diversity and inclusion within its products—not just its 
workforce climate. This timeframe coincided with the emergence of 
GenderMag and Burnett’s sabbatical at Microsoft, and subgroups of 
Microsoft employees were considering using all or portions of it. 
However, GenderMag’s generality and applicability to their products had 
not been established yet, and some employees wondered whether the 
facet distributions across genders that the GenderMag team had seen 



 

4	

elsewhere really applied to their customers. 

 

Figure 1-1: The GenderMag facet  types and their values for each persona [2].  
The colors are used throughout this chapter to associate the survey 
questions/scoring with these facets. 

Microsoft’s “Team C2” was the first to raise this question, and to 
answer it, they sought validation within their product’s customers. Thus, 
they collaborated with the GenderMag team to develop and run a 
GenderMag facet survey which is framed within the GenderMag 
method. This survey helped them in validating the GenderMag facet 
values and accompanying gender distributions in their customer base. 
The survey results also answered the question that Team C2 had 
sought to answer: whether the GenderMag facets were indeed pertinent 
to their own customers. 

Self-Efficacy  
Abi: Lower self-efficacy than their peers about unfamiliar computing tasks. If 
tech problems arise, often blames self and might give up as a result. 
Tim: Higher self-efficacy than their peers with technology. If tech problems 
arise, usually blames the technology. Sometimes tries numerous approaches 
before giving up. 
Pat: Medium self-efficacy with technology. If tech problems arise, keeps on 
trying for quite a while. 
Motivations 
Uses technology... Abi: Only as needed for the task at hand. Prefers familiar 
and comfortable features to keep focused on the primary task. 
Tim: To learn what the newest features can help accomplish. 
Pat: Like Abi in some situations and like Tim in others. 
Learning Style  
Abi: Learns best through process-oriented learning; (e.g., 
processes/algorithms, not just individual features). 
Tim: Learns by tinkering (i.e., trying out new features), but sometimes tinkers 
addictively and gets distracted. 
Pat: Learns by trying out new features, but does so mindfully, reflecting on 
each step. 
Information Processing 
Abi and Pat: Gather and read everything comprehensively before acting on 
the information. 
Tim: Pursues the first relevant option, backtracking if needed. 
Attitude Toward Risk 
Abi and Pat: Risk-averse, little spare time; like familiar features because 
these are predictable about the benefits and costs of using them. 
Tim: Risk tolerant; ok with exploring new features, and sometimes enjoys it. 
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Figure 1-2: The facet survey. (Top) Question colors indicate the facet being 
measured (Figure 1-1). (Bottom): All questions use a 9-point Likert scale. 

More importantly, the survey results revealed a measurement 
benefit we hadn’t anticipated: it offered a measure of diversity outcomes 
at a higher resolution than standard demographic measures. In this 
chapter, we define a higher resolution measure as one that can 
discriminate between two points that, with a lower-resolution measure, 
cannot be discriminated. Applying this concept to diversity outcome 
measurements, suppose that 67% of women run into barriers with a 

1. I am able to use <insert type of technology> when… 
a. I have just the build-in help for assistance. 
b. I have seen someone else using it before trying it myself 
c. no one is around to help me if I need it. 
d. someone else has helped me get started. 
e. someone has shown me how to do it first. 
f. I have used similar technology before to do the same task. 
g. I have never used anything like it before. 

2. I am not confident about my ability to use and learn <insert type of 
technology>. I have other strengths. 

3. I make time to explore <insert type of technology> that is not critical to my 
job. 

4. One reason I spend time and money on <insert type of technology> is 
because it's a way for me to look good with peers. 

5. It's fun to try new <insert type of technology> that is not yet available to 
everyone, such as being a participant in beta programs to test unfinished 
<insert type of technology>. 

6. I enjoy finding the lesser-known features and capabilities of the <insert type 
of technology> I use. 

7. I explore areas of <insert type of technology> before it is time for me to use 
it. 

8. I'm never satisfied with the default settings for my <insert type of 
technology>; I customize. 

9. I want to get things right the first time, so before I decide how to take action, I 
gather as much information as I can. 

10. I always do extensive research and comparison shopping before making 
important purchases. 

11. When a decision needs to be made, it is important to me to gather relevant 
details before deciding, in order to be sure of the direction we are heading. 

12. I avoid "advanced" buttons or sections in <insert type of technology> 
13. I avoid activities that are dangerous or risky. 
14. Despite the risks, I use features in <insert type of technology> that haven't 

been proven to work. 
 

Completely 
Agree 

Neither Agree nor 
Disagree 

Completely 
Disagree 

1 2 3 4 5 6 7 8 9 
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particular feature of a technology product, and 33% do not. What are 
the differences between someone in the 67% and someone in the 33% 
group other than the outcome? If all we have is their gender 
demographics, all we know is that they are women, and we cannot see 
their differences. However, if we also have their facet values, we can 
see differences that gender demographics alone cannot reveal. 

The facet survey can be used in several ways, but the primary 
use we discuss in this paper is to obtain fine-grained measurements of 
diversity in an empirical investigation. 

Scoring the survey   

After participants have responded to the facet survey, we can score their 
responses using the survey key in Figure 1-3. Since Abi and Tim are the 
personas who represent the endpoints of each facet’s spectrum of 
possible values, we use those persona names to relate a participant’s 
responses to these two endpoints. We score using the following steps:  

Step 1 (Complement): Convert the answer scores to numbers 
from 1 (Completely disagree) to 9 (Completely agree). For some 
questions, closer to 9 is Tim-like. But the opposite is true for how 
Questions 2 and 9–13 are worded, so for these questions, “reverse” the 
participants’ responses to their tens’ complement. (i.e., convert “9” to 
“1”, “8” to “2.”) 

Step 2 (Sum each facet): For each participant, sum the results of 
Step 1 for each facet. The colors in Figure 1-1 and 1-2 represent facets. 
This step results in 5 scores per participant, one score for each facet. 

Step 3 (Calculate facet medians): The scores are not “absolute.” 
Rather, they are relative to a participant’s peer group. For example, a 
group of college students would be expected to have different level of 
computer self-efficacy, different style of learning technology, etc., than a 
group of retired people. To find the middle of the peer group (we 
assume a peer group is the participants recruited for the study), 
calculate the median “sum of scores” of all the participants from the 
same peer group, for each facet.  
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Figure 1-3: Facet survey key. The more strongly the participant agrees on a 
question, the closer their facet value is to the endpoint (persona name) shown. 

Step 4 (Tag each participant’s facet score): To the right of the 
median (above) is Tim-like, otherwise it is Abi-like. If the participant’s  
facet score is the facet median, then it is up to you to decide whether 
they are an Abi or Tim. You can decide on this in a way that helps 
balance the sample sizes, or you can add a third tag (Pat-like). 

In the end, each participant has a 5-tuple tag representing each 
facet. Most participants turn out to have a mix of facet values. For 
example, a participant might have self-efficacy, motivations, and a risk 
attitude closer to Abi’s, but information processing style and learning 
style closer to Tim’s. The scores calculated from the facet survey then 
can be used to analyze when a technology is failing to be inclusive, why 
it is so, and exactly who are affected by it, as we detail next. 

From scores to understanding to actions   

We show how to analyze these scores in a way that points toward fine-
grained understanding and then actionably using Team V as a running 
example [17]. Team V had two versions of a prototype: The “Before” 
version was the one currently in production usage, and the “After” version 
was a redesign to fix 6 inclusivity bugs of the Before version that Team V 
had found using the GenderMag evaluation method.  

To understand in a fine-grained way their inclusivity progress, 
equity progress, and where design actions were still needed, Team V 
empirically evaluated both versions in a between-subject user study, in 
which Team V’s participants responded to the facet survey and then 
worked their way through the prototype’s main use-cases.   

1a, 1b, 1c, 1d, 1e, 1f, 1g High Self Efficacy (Tim) 
2 Low Self Efficacy (Abi) 
3, 4, 5 Motivations: Technology for its own sake (Tim) 
6, 7, 8 Learning: Tinkerer (Tim) 
9, 10, 11 Comprehensive Information Processing (Abi) 
12, 13 Risk Averse (Abi) 
14 NOT Risk Averse (Tim) 

 



 

8	

Fine-grained diversity comparisons between versions: Team V 
used the facet survey to compare their Before vs After versions’ 
participants’ encounter with the inclusivity bugs. Figure 1-4 aggregates 
the results for all 6 inclusivity bugs by counting the facet responses of 
Team V’s participants who faced the bugs. For example, if a Before 
participant had 3 Abi facets and 2 Tim facets, they would add 3 to the 
“Before” orange bar and 2 to the “Before” blue bar.  

As the figure shows, in the Before version, Abi facets were more 
impacted by inclusivity bugs than Tim (34 Abi facets ( ) vs. 26 Tim 
facets (  )). The After version reduced the facets impacted for both: Abi 
13 ( ) and Tim 17 (  ). Therefore, the After version improved inclusivity 
for both Abi- and Tim-faceted users; but it was still not equitable since 
Tim-like facet values were more impacted than Abi-like facet values. 

 

Figure 1-4:  Number of observed facets in the facet survey responses of Team 
V’s participants who faced inclusivity bugs. Orange: Abi facets. Blue: Tim facets. 

Fine-grained understanding of who and why: To understand how 
to fix a bug, such as Bug#4 (Figure 1-5), we first need to know who 
experienced it and why. In this bug, six Team V’s participants (Before1, 
Before2, Before4, Before5, Before8, and Before10) faced the inclusivity 
bug in the Before version and two (After7 and After10) in the After 
version. (The participants are ordered by the number of their Abi ( ) vs. 
Tim (  ) facet values, with Abi’s at the top and Tim’s at the bottom.)  

In the Before version, six of Team V’s participants spanning 
every facet value experienced Bug#4 difficulties, with 16 Abi-facet count 
( )  and 14 Tim-facet count (  ). In the After version, only 2 of Team V’s 
participants faced the bug, with the Abi-facet count ( ) now down to 2 
and the Tim-facet count (  ) down to 8. This reduction means that the 
Bug#4 fixes brought inclusivity by improving the prototype for both Abi-
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and Tim-like users. But the After version did not achieve equity, with 
Tim-like facet values facing more difficulties than Abi’s (8  vs 2 ). 

 

Figure 1-5: Results of Bug#4 in [17]. Facets of the 6 Before and 2 After versions’ 
participants with action failures. -: participant had no action failures. 
M=Motivations; SE=Self-Efficacy; R=Risk; IP=Info Processing; L=Learning. 

Where designers’ actions helped and where more were needed:  
These counts showed that designers’ Bug#4 remedies in the After 
version had been very successful: users with all 5 Abi-like facets and 4 
Tim-like facets fared better than they had with the Before version. 
However, support for users with Tim-like motivations had not improved. 
This points designers directly toward designing further Bug#4 
improvements to better support Tim’s motivations (without sacrificing 
support for Abi’s motivations); Guizani et al.’s “Why/Where/Fix” 
inclusivity debugging approach gives examples of how to do this [10]. 

To summarize, the Team V example shows how the facet 
survey can enable: fine-grained diversity comparisons between two 
versions; fine-grained understanding of “who” are being left out and 
their facet values; and designers where to take action by fixing 
inclusivity bugs based on the facet values of who’s still being left out.  

How we validated the survey  

To validate the survey, we followed these steps below, but they were 
intertwined with each other and with the creation process.  
Step 1:(pre-Validate) started with questions from other validated surveys; 

Before1           - - - - - After1 
Before2           - - - - - After2 
Before3 - - - - - - - - - - After3 
Before4           - - - - - After4 
Before5           - - - - - After5 
Before6 - - - - - - - - - - After6 
Before7 - - - - -           After7 
Before8           - - - - - After8 
Before9 - - - - - - - - - - After9 

  Before10                     After10 
Participant  M SE R IP L M SE R IP L Participant 

                Before              After 
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Step 2: (Reliability) ran the survey and assessed response consistency 
using Cronbach alpha tests;  
Step 3: (Cross-validate) cross analyzed results from administering to 
other populations, intertwined with Step 4; 
Step 4: (Cluster analysis + Condense) cluster analyses to reduce the 
number of questions needed;  
Step 5: (Demographic validation) quantitative comparison of facet 
responses with participants’ gender identities; and 
Step 6: (Empirical) a validation study comparing participants’ survey 
responses with their verbalizations while working with the technology. 

Much of this intertwined process was a joint effort with 
Microsoft’s Team C2 [3]. In Step 1, we worked with Team C2 in a 
formative way, which we’ll refer to as pre-Validation. In this step, we 
drew applicable existing questions from other validated 
surveys/questionnaires in the literature. This approach provided about 
two-thirds of the questions from established, validated questionnaires 
such as [6].  Although excerpting portions of a validated questionnaire 
cannot bring “validation” to the new questionnaire, the strong 
provenance of those excerpts enabled an evidence-based start to the 
survey. For facets with no validated questionnaire, we had to develop 
pertinent questions ourselves by drawing on existing research as much 
as possible. Stumpf et al.’s summary of gender-meets-technology 
literature covers much of the research base from which we drew [16]. 

After several iterative improvements, in a 2015 study, Team C2 
ran the survey on 500 men and 500 women who were Microsoft’s 
customers. For Step 2 (Reliability), we analyzed their results using 
Cronbach alpha tests [7], a widely used way of measuring the reliability 
of a set of questions. The results validated the survey’s inter-item 
reliability. Specifically, the results were above the 0.8 level for two of the 
five facets (Information Processing Style and Self-Efficacy), above the 
0.7 level for two others (Motivations and Risk), and at 0.691 for 
Learning Style. Cronbach alpha’s above 0.8 is generally considered to 
be good and above 0.7 to be acceptable, but Churchill also argues that  
0.6 should also be considered acceptable [5].     
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Word of the survey spread, and by Step 3 (Cross-validation), 
other interested teams began to work together to share and cross-
analyze survey results. At the same time, (Step 4: Cluster analysis and 
condense), several Microsoft data scientists got involved to whittle down 
the number of questions needed by analyzing responses, so as to 
reduce possibility of survey fatigue. One team also validated their 
survey with user interviews and think-aloud studies.  

One validity question that needed to be answered was whether 
the facet values reported by Team C2’s 1000 survey respondents 
differed (quantitatively) by gender identity (Step 5: Demographic 
validation). One qualitative study in 2019 to answer this question 
involved 20 participants [17]; another in 2021 involved 1000 participants 
[1]. As Figure 1-6 shows, these participants’ facet values did cluster by 
their gender where women skewed more towards Abi than men did. 

    

Figure 1-6. Facet survey results for 2 genders. x-axis: # facet values scored as 
(top row): “Abi”-like; (bottom row): “Tim”-like. y-axis: # participants. Example: the 
bar at “5 0” on the x-axis shows the number of participants with all 5 Abi-like 
facet values. (Left chart) [17], (Right chart) [1].  

Finally (Step 6), in a 2022 think-aloud study [10], we compared 
participants’ facet survey responses with their in-situ verbalizations 
during a think-aloud problem-solving task. Figure 1-7 shows results 
from this comparison. When an outline color (their in-situ verbalized 
facet value) is the same as the shape’s fill color (their survey response), 
then their survey response matched that participant’s verbalized facet 
value in that moment of their work. In total, 78% of participants’ in-the-
moment facet verbalizations aligned with their facet survey responses 
which suggest that the facet survey was a reasonable measure of 
participant’s actual facet values. 
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Figure 1-7:  Think-aloud study participants [10] who ran into one set of inclusivity 
bugs with their facet values, validated with their in-situ responses.  |  : the 
facet scores from the participants’ survey responses for Abi-like and Tim- like 
facet values respectively;   |  : Abi-like | Tim-like facet values participants 
verbalized in-situ when they ran into a bug. 

Key Takeaways  

The key takeaways from this chapter are: 
Fine-grained diversity measurements: The GenderMag facet survey 

measures technology’s diversity gaps in a fine-grained way, showing 
not only who experiences which inclusivity bugs, but also why they 
experience each inclusivity bug they encounter. 

Fine-grained comparisons: The survey enables comparisons between 
different prototype versions showing not only which version is more 
inclusive, but also why and for whom that version is more inclusive. 

Actionable: The why’s are actionable: designers can design fixes to an 
inclusivity bug around the facet values of those experiencing it. 

Validated: The survey has been thoroughly validated.  
The survey has uses beyond measurement, such as to select a 

facet-diverse set of participants [10], or for team building [13], but its 
main purpose is measuring diversity actionably. We invite researchers, 
developers, and designers everywhere to use it to gain new insights into 
both how to address their technology’s diversity failures and how to 
repeat their technology’s diversity successes.  
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