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Abstract which comple relationships are still sk as edges be-

We introduce visual gaphs as an intermediatepre- tween nodes. The goal is then to use visual graphs in se-
sentation between corte visual syntax and abatt mantics definitions. Therefore, we need a mapping from
graph syntax. In a visual gph some nodes eishown as visu_alizations back to ab_s_tract graph syntax. This is
geometric figues, and some edg ae represented byep- achieved by typed graph veiting systems. _
metric relationships between these figsr By cagfully A further application of visual graphs and visual se-

designing visual giphs and coesponding mappings to ~ Mantics is to gie visual semantics definitions for tradition-
abstract syntax gaphs, semantics definitions can, at least ally non-visual formal systems. It seems that this means
partially, employ a visual notation while still based on just to define a visualization for such a formalismwHo
abstract syntax. Mual semantics thus fefs the “best of ~ ever, only defining a mapping from the mathematical
both worlds” by intgrating abstact syntax and visual structures to a visual domain is not enoughh@e a truly
notation. These concepts can also be used to give visualvisual semantics we ag need a mapping from the visual

semantics for aditional textual formalisms. As anxam- representation back to the formal structures. Thus, visual

ple we povide a visual definition ofufing madines. semantics in that application domain means to formally
define a (semi-) visual language for that application.

1: Intr oduction Hence the paper has the follog contritutions: First

of all, we pravide a more intuitie notation for semantics

Language semantics are geniently &pressed based  definitions of visual languages. In addition, wdeofa
on abstract syntax. This alls to abstract from details of  framework for defining (semi-) visual languages for formal
concrete syntax and leads to more succinct semantics defi-systems, and by that we disclose a further application area
nitions, and in some cases it leaksemantics definitions  for visual languages that has not beem#ticated so dr.
even tractable at all. In [5] we bha presented a framwerk In the nat section we illustrate the approach byigg
for defining semantics of visual languages. The approach a visual semantics for traditionalxteal formalism.
is fundamentally based on an abstract graph syntax for vi-

sual languages. Thus, it is essentiallydual formalism 2: A visual semantics ér turing machines
which is unfortunate (to a certaingtee) for tvo reasons:

first, visual relationships, such asside or adjacent are Let Q denote a set of statels I Q is the set of final
represented in a topologicabw by appropriately labeled ~ states), and le§ denote a set of symbols. The (partial)
edges. By this transition from a visual to &ttel repre- function &: QxS - QxSX{L, R} defines the state transi-

sentation, man characteristics of the visual language un- tions of a Tiring machine. W will represent adring ma-
der consideration are @ifult to grasp in the abstract chine bytwo graphs. By this we carvaid comple graph
representation, t|yem|ght e/en get lost. Second, thexte pattern matching ancbkep the definition quite simple. This
tual treatment of a visual language presents in a sense &lso illustrates that our basic graph formalism is mere v
“modality mismatch”, more preciselig means a retrogres-  satile than graph grammars whiclenk on just one single
sion from visual to tetual. This might cause psychologi- graph. The ability to use more than one gragersfsome
cally grounded reluctances to using the formalism — just kind of modularity in semantics definitions.
because it is not visual. We represent thé function as a[{, SXSX{L, R})-
These drasbacks might be obstacles for a wide-spread 9raph, that is, we us@ as node identifiers (needing no
use of the formalism in the VL communifjherefore, we ~ node labels), and each edgew) is labeled by a triple
extend the semantics formalism to staya lage deree, “X- Yd' expressing that on readingin statev the Turing
with visual notation when defining semantics. The main machine print&; moves its head according thand enters
idea is to re-visualize some relationships of abstract syntax Statew. For example, the Tring machine accepting the
that hae been translated more or less directly from geo- language 'b" |n> 1} is shavn in Figure 1. This abstract
metric relationships. This means that some nodes are visu-graph representation of aifing machine program nicely
alized as geometric figures, and some of the edges betweeriollows the graph representation of finite automata.
these nodes are represented by relationships that hold be- ~ The tape of the dring machine is gen by another

tween the figures. Since this will notves, in general, all ~ now visual, graph in which cells are represented by adja-
relationships, we ane at a semi-visual notation, that is, a cent rectangles. This is mapped to an abstract graph repre-
mixture of graphs and picturesy callegsual glaphs in sentation in which nodes are Connecteahb(y-edges. The
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ponent. If the last label componentRswe continue with
the net statep and the right neighbor dfas the n& head.
In addition, we gerwrite the label oh (that is, re-insert
nodeh) with the nev labelY, and we also he to re-insert
the matched (and remed) edged, p). The case fot is
analogous.

In the full paper [6] we gk a detailed description of
visual graphs and their translation to abstract syntax
graphs by typed graphweiting.

3: Related work

y-yR Visual semantics in the sense of pure visuatiting

has receied considerable attention [1, 2, 3, 7, 8, 9]. All
these approaches do not specify relationships to a mathe-
) ) ) matical domain (which when well-understood can sy
representation of (ring machines as abstract syntax g profound eplanation of the defined language) which

Figure 1: Turing Machine accepting a"b"

graphs is defined by a graplwrée systenpry: means a complete dation to operational descriptions.
adjacent The purely visual treatment i®ry attractve, lut seman-
next tics are sometimes (ifult to apply and to deal with in
PL= - V@—’@W proofs. It should also be noted that the semantics defini-
V™ left-of w tions must abays be changed when the syntax of the lan-
guage changes. A visualiing machine description, quite
P2 = VEI - \@ different from ours, is alsogn in ChemTains [1].

Note thatp, is needed to ensure relabeling of (the final) 4: Conclusions
node of a rariting chain that has no incident edgey-an We hae introduced the notion of visual graphs as a

more. model for semi-abstract visual syntax. By defining special-

A configuration ¢, h, t, 8) of the Turing machine is 764 visual revrite systems the use of visual graphs in se-
represented by wvgraphs (the tapeand the transition  andics definitions becomes possiblagdther with a

functiond) and two nodes defining the current staggnd structured processing of graphs that ierefd by the un-
the tape cell curr_ently seeh)( . derlying inductve graph definition [4] we are able to de-

_ The semantics of theufing machine can mo be fine precise semantics of visual languages in an weuiti
given by defining a state transition functietby just three and easily understandableay This should mae visual
simple equations: language semantics accessible to a broader audience, not
least because the application of semantics definitions is

Ho, ht,d) =t if q OF greatly simplified.
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