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Cross-Layer Optimized Conditions for QoS
Support in Multi-Hop Wireless
Networks with MIMO Links

Bechir Hamdaoui and Parameswaran Ramanathan

Abstract— Recent advances in antenna technology made it
possible to build wireless devices with more than one antenna
at affordable costs. Because multiple antennas offer wireless
networks a potential capacity increase, they are expected to be
a key part of next-generation wireless networks to support the
rapidly emerging multimedia applications characterized by their
high and diverse QoS requirements. In this paper, we develop
methods that exploit the benefits of multiple antennas to enable
multi-hop wireless networks with flow-level QoS capabilities. We
first propose a cross-layer table-driven statistical approach that
allows each node to determine the amount of spatial reuse and/or
multiplexing, offered by the multiple antennas, that are available
to it. We then use the developed statistical approach to derive
sufficient conditions under which flow rates are guaranteed to
be feasible. The derived conditions are multi-layer aware in
the sense that they account for cross-layer effects between the
PHY and the MAC layers to support QoS at higher layers.
We evaluate and compare the derived sufficient conditions via
extensive simulations. We show that the conditions result in
high flow acceptance rates when used in multi-hop wireless
networking problems such as QoS routing and multicommodity
flow problems. We also demonstrate the importance and the
effect of considering cross-layer couplings into the development
of flow acceptance methods.

Index Terms— Cross-layer optimization, acceptance tests, QoS,
MIMO, multi-hop wireless networks.

I. INTRODUCTION

MULTIMEDIA applications have quality of service
(QoS) needs typically expressed in terms of maximum

allowed time delays and/or minimum required data rates. It
is imperative that next generation wireless networks have
mechanisms that provide multimedia applications with QoS
assurances. Until recently, wireless networks were composed
of nodes that are equipped with single omnidirectional an-
tennas. However, due to advances in technology, it is now
possible to build wireless nodes with more than one antenna.
Multiple antennas provide wireless networks with significantly
more capabilities than single antennas. They can potentially
increase overall network throughput via spatial reuse of the
spectrum by allowing multiple simultaneous communications
in the same vicinity and/or via spatial division multiplexing by
achieving high data rates. Because of their potential benefits,
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multiple antennas are expected to be an essential part of next-
generation wireless networks to face and support the rapidly
emerging multimedia applications characterized by their high
and diverse QoS requirements.

There have been numerous studies on multiple antennas [1–
5]. Most of the reported work, however, studied the benefits of
multiple antennas from a physical layer standpoint. The study
of ways on how to exploit these benefits at higher layers is
more recent and still in its infancy [6–12]. In general, these
recent studies have focused on developing medium access
control (MAC) protocols that are suited for wireless networks
when equipped with the multiple antenna technology [7, 8,
11, 12]. The proposed MACs aim at exploiting some of the
offered benefits such as spatial reuse [11, 12] and spatial
multiplexing [13] to provide better network utilization. In
this paper, we develop methods that exploit the benefits of
multiple antennas to enable multi-hop wireless networks with
QoS capabilities. To the best of our knowledge, exploiting the
multiple antenna benefits to achieve flow-level QoS in multi-
hop wireless networks has not been addressed yet. We derive
sufficient condition sets under which flow rates are feasible in
that once the conditions are met, these rates are guaranteed
to be achievable. The derived conditions are also multi-layer
aware in the sense that they account for cross-layer effects
between the PHY and the MAC layers to provide QoS rout-
ing capabilities at higher layers. Specifically, the conditions
provide sufficiency of flow-level feasibility while accounting
for physical constraints such as the nodes’ maximum transmit
powers, the multipath nature of the wireless environment, and
the errors associated with the technique used by nodes to
estimate the channel coefficients.

The derived cross-layer sufficient condition sets can then be
used as acceptance (admission control) tests that QoS routing
schemes can depend on to control flow admissibility into
the network [14–16]. Another major area where the derived
sufficient conditions can also be useful is the multicommodidy
flow routing [17–21]. Multicommodity flow routing problems
in multi-hop wireless networks are typically formulated as
linear programs. For example, the work in [17, 18] uses the
multicommodity flow technique to provide routing solutions
for end-to-end flows with QoS requirements in multi-channel
multi-hop wireless networks. These linear programming for-
mulations, however, require models that capture network con-
straints such as those due to radio and interference limitations
so that QoS needs are guaranteed to be satisfied. For the single
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antenna equipped wireless networks, conditions capturing such
constraints have been developed in [18, 22] and used, for
example, in [17] to find feasible QoS routes. This work derives
conditions that are suited for multi-hop wireless networks
when equipped with multiple antennas. In this paper, we make
the following contributions:

• We develop a table-driven statistical approach that allows
nodes to determine the amount of spatial reuse and/or
multiplexing, offered by the multiple antennas, that are
available to them in their vicinities. The novelty of the
approach is two-fold: (1) the approach accounts for
cross-layer effects between PHY and MAC layers, and
(2) the table can be computed off-line and indexed
by some physical parameters that nodes are able to
measure/monitor at runtime.

• We derive and prove three different sufficient condition
sets for flow rates feasibility in multi-hop wireless net-
works using multiple antennas. The derived sets account
for PHY and MAC coupling effects that are captured
through the entries of the runtime-indexable table.

• We evaluate, compare, and analyze the three derived
condition sets via simulations. We show that these derived
sets result in high flow acceptance rates when used in
multi-hop wireless networking problems such as QoS
routing and multicommodity flow problems. We also
demonstrate the importance and the effect of consider-
ing cross-layer couplings into the development of QoS
methods.

• We discuss the applicability of these sets to multi-hop
networking problems. Based on the obtained numerical
and theoretical results, we make recommendation usage
of each one of the three sets; this could serve as a design
guideline.

In Section II, we provide insightful illustrations of the
multiple antennas benefits that are useful for understanding
the framework developed later in the paper. In Section III,
we propose a statistical approach that determines amounts
of spatial reuse and/or multiplexing in nodes’ vicinities. In
Section IV, we develop the flow-level sufficient condition sets.
The effectiveness of the derived condition sets is carried out
via extensive simulations in Section V. In Section VI, we
discuss the applicability of these sets. Finally, we conclude
the paper in Section VII.

II. MIMO LINKS

A. Overview of Antenna Array Processing

Consider the multiple-input multiple-output (MIMO) link,
shown in Fig. 1(a), that consists of a transmitter and a receiver
each with K = 2 antennas. To transmit a signal x(t) over the
2-antenna array, the transmitter sends two weighted copies
of the signal, one on each antenna. That is, u1x(t) is sent
over antenna 1, and u2x(t) is sent over antenna 2; the vector
u = [u1 u2]T (T means matrix transpose), formed by the
weights u1 and u2, is called the transmitting weight vector.
At the receiver, the received two signals (one at each antenna)
are weighted with a receiving weight vector v = [v1 v2]T and
summed to produce y(t). This is illustrated in Fig. 1(b). If
we let H denote the matrix of channel coefficients between

(a) Node topology graph.

(b) One-stream flow f .

(c) Two-stream flow f .

Fig. 1. Antenna array processing.

the transmitter and the receiver, then one can write y(t) =
(uT Hv)x(t). Now by choosing appropriate weight vectors u
and v, one can ensure that the received signal y(t) achieves
a unit gain (uT Hv = 1) if it is received at the desired
receiver or a zero gain (uT Hv = 0) if it is received at a
non-desired receiver. Hence, with multiple antennas, a node
can successfully communicate with its desired receiver while
allowing other undesired nearby receivers to also successfully
receive their signals. This is known as spatial reuse.

Multiple antennas can also be exploited to send multiple-
stream signals. As shown in Fig. 1(c), the transmitter can
send two signals (streams), x1(t) and x2(t), each of which
is weighted over both antennas using the transmitting weight
vectors u1 = [u1,1 u1,2]T and u2 = [u2,1 u2,2]T , respectively.
At the receiver, two separate streams, y1(t) and y2(t), are
constructed by weighting the two received signals (one on each
antenna) by two receiving weight vectors v1 = [v1,1 v1,2]T

and v2 = [v2,1 v2,2]T . Hence, in terms of equations, one
can write y1(t) = (uT

1 Hv1)x1(t) + (uT
2 Hv1)x2(t) and

y2(t) = (uT
1 Hv2)x1(t) + (uT

2 Hv2)x2(t). In this case, with
an appropriate choice of all the weight vectors and under the
assumption that H is a full-ranked matrix (we clarify this
assumption later in the paper), one can ensure that uT

1 Hv1 =
1 and uT

2 Hv1 = 0 to correctly decode y1(t), and uT
1 Hv2 = 0

and uT
2 Hv2 = 1 to correctly decode y2(t). Hence, multiple

antennas can also be exploited to send multiple-stream signals
(two streams in the example). This is known as spatial division
multiplexing.

In this paper, we assume that each node in the network is
capable of estimating the coefficients of the wireless channel
between it and any of its neighbors. Channel coefficient
estimation methods are beyond the scope of this work; nodes
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Fig. 2. Node topology graph

can use one of the traditional techniques to estimate channel
coefficients [23]. We let σ2

E be the estimation error variance
associated with the channel estimation technique. The variance
σ2

E can be computed as σ2
n

LE where L is the length of
pilot sequence per antenna, E is the transmit energy per
pilot symbol per antenna, and σ2

n is the noise variance of
channel [23]. We also assume that channel conditions exhibit
only long term variability; i.e., channels coefficients can be
assumed to be constant over durations in the order of those
of packet communications; i.e., at the start of each packet
communication, nodes update their channel coefficients and
assume them to be the same until the communication of the
packet ends. We further assume that the wireless environment
is multipath (rich scattering conditions) and hence the matrix
Hm,n of channel coefficients between any pair (m, n) of
nodes is of full rank. Under the multipath assumption, the
elements of Hm,n can be modelled as Gaussian i.i.d random
variables with zero mean and unit variance [24]. Throughout,
we use um,i to denote the Km × 1 transmitting weight vector
of node m that is used to transmit its ith stream of data, where
Km is the number of elements of m’s antenna array. The jth

element (um,i,j) of the vector um,i is used by m to weigh
the ith transmitted stream on the jth element of the antenna
array. If only one stream of data is being transmitted by m,
the notation um will then be used to denote the transmitting
weight vector. Also, vm,i will be used to denote the Km × 1
receiving weight vector of node m that is used to receive
its ith stream of data. The jth element (vm,i,j) of the vector
vm,i is used by m to weigh the ith received stream on the
jth element of the antenna array. If only one stream of data
is being received by m, vm will then be used instead.

B. Node Topology Graph

In this work, we study a multi-hop wireless network that
consists of a finite set N of nodes where each node m ∈ N
is equipped with an antenna array of Km elements that the
node uses to transmit and receive signals. Each node is also
characterized by a transmission range defined as the furthest
distance that the node’s transmitted signal can reach. We let
L denote the set of all pairs (m, n) of distinct nodes in N
such that m and n are within each other’s transmission range.
An ordered pair of nodes (m, n) in L is said to form a flow
f if node m needs to transmit to node n. We refer to node
m as the transmitter of flow f and node n as the receiver of
flow f . f is said to be active if m is currently transmitting
to n; otherwise, f is said to be inactive. Let F denote the set
of all flows. Hereafter, we model the studied network as the
undirected graph G = (N ,L,F), referred to as node topology
graph.

C. Benefits and Limitations of MIMO

Consider the multi-hop wireless network G = (N ,L,F),
shown in Fig. 2, where N = {1, 2, 3, 4}, L =

{(1, 3), (2, 4), (1, 4)}, and F = {f1, f2}. Assume that the
number of antennas are such that K1 = K3 = 1 and
K2 = K4 = 2. Also, assume that f1 and f2 are the only
two flows in the network; i.e., node 1 has data to send to
node 3 and node 2 has data to send to node 4. Let’s now
suppose that while node 1 is transmitting to node 3 (i.e., flow
f1 is active), node 2 wants to transmit to node 4. Let u1 be
the (1× 1) transmitting weight vector that node 1 is currently
using to weigh its transmitted signal and v3 be the (1 × 1)
receiving weight vector that node 3 is currently using to weigh
the signal received from node 1. In order for node 4 to receive
an interference-free signal from node 2, it must design its
receiving weight vector v4 in such a way that it suppresses the
interference caused by node 1’s transmission while assuring
an acceptable gain (e.g., unit) of its intended signal coming
from node 2. In terms of equations, these constraints can be
written as (uT

2 H2,4)v4 = 1 and (uT
1 H1,4)v4 = 0 where

u2 = [u2,1 u2,2]T is the transmitting weight vector of node 2
and v4 = [v4,1 v4,2]T is the receiving weight vector of node 4.
Because the elements of H1,4 and H2,4 are i.i.d, there exists a
unique solution v∗

4 to the system of these two equations; i.e.,
knowing H1,4, H2,4, u1, and u2, node 4 can solve the system
of the two equations to determine v∗

4. If there is no limit on
node 4’s power, it is always possible for node 4 to receive
one interference-free stream of data from node 2 concurrently
with node 1’s transmitted signal. Hence, multiple antennas
may increase the spatial reuse by allowing concurrent flows
in the same vicinity; i.e., because of node 4’s two antennas,
f1 and f2 can both be active simultaneously.

Now suppose that node 1 is not currently transmitting.
Node 4 can then use its both antennas to receive two streams
of data concurrently. To design its receiving weight vectors
v4,1 = [v4,1,1 v4,1,2]T and v4,2 = [v4,2,1 v4,2,2]T , node 4
will then have to solve the following two systems each of two
linear equations: (uT

2,1H2,4)v4,1 = 1, (uT
2,2H2,4)v4,1 = 0

and (uT
2,1H2,4)v4,2 = 0, (uT

2,2H2,4)v4,2 = 1. The vectors
u4,1 = [u4,1,1 u4,1,2]T and u4,2 = [u4,2,1 u4,2,2]T are the
two transmitting weight vectors used by node 2 to transmit
its two streams. Again under the rich scattering environment
assumption, each of the above two systems has a unique
solution, v∗

4,1 and v∗
4,2. Without power limitation, node 4 can

always receive two concurrent data streams by weighing its
received signal using the two solutions v∗

4,1 and v∗
4,2. Note

that now node 1 cannot transmit without causing interference
at node 4 (spatial reuse is not possible now). This is because
both of node 4’s degrees of freedom are used to receive
the two-stream flow via exploitation of the spatial division
multiplexing offered by its antenna array.

Therefore, a node’s degrees of freedom—number of
antennas—can be exploited in one of three ways: (1) all
degrees are used to send a multiple-stream flow of data by
exploiting the spatial division multiplexing of the antenna
array; (2) all degrees of freedom are used to increase the
spatial reuse of the spectrum by allowing multiple concurrent
streams in the same vicinity; (3) some of the degrees are
used to send a multiple-steam flow while the others are used
to allow for concurrent streams in the same neighborhood. It
is important to recognize that the level of exploitation of the
spatial reuse and/or multiplexing is, however, contingent on
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physical limitations such as node’s power, multipath, and/or
channel estimation errors. For instance, referring to the above
example for illustration, note that it is due to the existence of
the solution v∗

4 that node 4 is able to receive its interference-
free signal concurrently with node 1’s transmission. If, for
example, we impose a power limit, say P4, on node 4’s
receiving capability and v∗

4 happens to be such that ||v∗
4 ||2 >

P4, then node 4 can no longer receive an interference-free
signal; in this case, node 4’s available power is not enough
to combat the interference coming from flow f1. Hence,
due to power limitation, it is not possible now for flows f1

and f2 to be active simultaneously without interfering with
each other. Throughout, we use Pm to denote the maximum
transmit/receive power of node m normalized to the noise
power which we will refer to as maximum normalized power
of node m.

To summarize, because of physical limitations, when a
node is equipped with K antennas, it does not mean that
K concurrent streams (spatial reuse and/or multiplexing) can
occur within the node’s vicinity; in fact, physical limitations
may restrict the number of possible concurrent streams to
be less than K. In the next section, we propose a statistical
method that wireless nodes can distributively use to compute
this number. In Section IV, we derive flow-level optimized
acceptance conditions under which flow rates are guaranteed
to be feasible. These derived conditions rely on the proposed
statistical method to capture the effects of the physical limi-
tations.

III. CROSS-LAYER OPTIMIZATION

Unlike elastic applications such as the Web and FTP, mul-
timedia applications are bandwidth-sensitive; i.e., the network
must provide these applications with bandwidth guarantees in
order to achieve their acceptable QoS level. On the other hand,
multimedia applications are loss-tolerant; i.e., an acceptable
QoS level can still be achieved if only occasional packets
are lost or erroneous. Let ξm denote the packet loss/error
rate tolerated by node m’s multimedia application; i.e., if at
most ξm% of the packets are lost or erroneous, the QoS is
still considered acceptable. Throughout this section, m will
designate any transmitter (equipped with an antenna array of
size Km) that wants to send data to its neighbor n (equipped
with antenna array of size Kn), forming then a flow f .

A. Effective Transmit and Receive Degrees of Freedom

Let’s suppose that there are β streams currently received by
nodes located within m’s transmission range, and γ streams
currently transmitted by nodes located within n’s reception
range. Let’s also suppose that m wants to transmit an α-stream
flow f of data to its neighbor n. As illustrated in Section II,
due to physical limitations, although node m is left with Km−
β degrees of freedom that it can exploit to send a multiple-
stream signal with up to Km − β streams, it may actually be
able to transmit only α < Km−β streams. In other words, the
number (α +β) of possible concurrent streams in the vicinity
of m is likely to be less than the number of its actual antenna
elements Km. We will refer to the number (α + β) as the
effective transmit degrees of freedom of flow f and denote it

by Mt(f). Due to similar reasons, node n may not be able
to successfully receive α = Kn − γ streams even though n
is left with Kn − γ degrees of freedom. Hence, the number
(α + γ) of possible concurrent streams in n’s vicinity is also
likely to be less than its total number of antennas Kn. We will
refer to the number (α +γ) as the effective receive degrees of
freedom of flow f and denote it by Mr(f). The objective of
this section is to determine the two numbers Mt(f) ≤ Km and
Mr(f) ≤ Kn given both the nodes’ and the network’s physical
limitations and constraints. In Section IV, Mt(f) and Mr(f)
will be coupled with MAC-layer characteristics to derive flow-
level acceptance conditions.

Let’s now provide a method that m and n can use to
determine Mt(f) and Mr(f). In [25], we proved that the
probability Pt(α, β) of m successfully transmitting an α-
stream signal to n without causing interference to any of the
β nearby streams currently received by nodes located within
m’s transmission range is

Pt(α, β) =
∫ ∞

α(1+∆P ′
n)

Pm

cKm−α−β+1(x)dx

and the probability Pr(α, γ) of n receiving an interference-
free α-stream signal from m provided that there are γ streams
currently transmitted by nodes located within its reception
range is1

Pr(α, γ) =
∫ ∞

α
Pn

cKn−α−γ+1(x)dx

where ci(x) is the central chi-squared distribution with i
degrees of freedom for i ∈ {Km−α−β+1, Kn−α−γ+1},
∆P ′

n = (α−1
α +κ(n))Pmaxσ2

E , Pmax is the maximum transmit
power of all nodes, and κ(n) is the number of node n’s
neighbors. Now, given that at most ξm% of a node m’s packets
can be lost/erroneous while having an acceptable transmitted
QoS, Mt(f) can be calculated as

Mt(f) = max
α,β≤Km

{α + β : Pt(α, β) ≥ 1 − ξm} . (1)

Likewise, given that at most ξn% of a node n’s packets can be
lost/erroneous while having an acceptable QoS of the received
signal, Mr(f) can be calculated as

Mr(f) = max
α,γ≤Kn

{α + γ : Pr(α, γ) ≥ 1 − ξn} . (2)

It should be clear that in order to establish an α-stream flow,
both the transmitter and the receiver must have enough degrees
of freedom that can support the flow.

B. Table-Driven Approach for Determining Degrees of Free-
dom

We now present a table-driven approach that each node can
use to determine its effective transmit and/or receive degrees
of freedom given the statistics of the wireless channel, the
channel estimation errors, the nodes’ power availability,
and the network topology. Note that details regarding how
and when nodes should exchange information among each

1Note that both probabilities are derived while accounting for: (1) the
statistics of the wireless channel (H), (2) the channel estimation errors (σ2

E ),
(3) the nodes’ power availability (P), and (4) the network topology (G).
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TABLE I

EFFECTIVE TRANSMIT DEGREES OF FREEDOM: Mt(f)

ERRONEOUS ESTIMATION GOOD ESTIMATION PERFECT ESTIMATION

Km = 8 σ2
E

> 10−1 10−3 < σ2
E

< 10−1 σ2
E

< 10−3

ξm = 1.5% NETWORK CONNECTIVITY NETWORK CONNECTIVITY NETWORK CONNECTIVITY

Pmax = 60 dB DENSE AVERAGE SPARSE DENSE AVERAGE SPARSE DENSE AVERAGE SPARSE

κ(n) > 15 κ(n) ≈ 10 κ(n) < 5 κ(n) > 15 κ(n) ≈ 10 κ(n) < 5 κ(n) > 15 κ(n) ≈ 10 κ(n) < 5

LOW POWER

Pm < 10 0 0 3 0 2 3 3 3 3
MEDIUM POWER

10 < Pm < 40 0 0 6 2 4 6 5 6 6
HIGH POWER

40 < Pm < 60 0 3 7 5 6 7 7 7 7

other to construct their tables are omitted here to keep the
presentation focused. For all illustration purposes, we assume
that Km = Kn = 8, ξm = ξn = 1.5%, and Pmax = 60 dB.

Effective Transmit Degrees of Freedom Table: As shown
in Eq. (1), Mt(f) depends on: (1) the transmitter’s level
of available normalized power Pm, (2) the error variance
associated with the channel estimation method σ2

E , and (3)
the receiver n’s number of neighbors, κ(n). We propose to
divide Pm into three levels: LOW, MEDIUM, and HIGH; σ2

E

into three categories: ERRONEOUS, GOOD, and PERFECT;
and κ(n) into three types: DENSE, AVERAGE, and SPARSE.
Each node maintains a three-dimensional table, whose entries
can be computed off-line using Eq. (1), that can be indexed
by the three parameters, Pm, σ2

E , and κ(n), to determine
Mt(f) as illustrated in Table I. The idea here is that, by
monitoring Pm, σ2

E , and κ(n), m can use its table to determine
its effective transmit degrees of freedom in real-time. For
example, if m’s power level is MEDIUM, estimation method is
GOOD, and n’s number of neighbors is SPARSE, then Table I
indicates that the number of possible concurrent transmissions
(including those from m to n) in m’s vicinity can at most be
6 (Mt(f) = 6).

Note that the size of the table (number of levels, types,
and/or categories) is intended to be a parameter that needs be
made by network designers. As one can see, this parameter
depends on how accurate effective degrees of freedom need
to be; the higher the size of the table, the more accurate
the entries, but also the more memory space/time needed to
store/lookup the entries.

Effective Receive Degrees of Freedom Table: Similarly,
Mr(f) can be determined by using Eq. (2). Note that unlike
Mt(f), Mr(f) depends only on node n’s power level, Pn,
and not on σ2

E nor on κ(n). Readers can refer to [25] for
mathematical and intuitive explanations on why this is the
case. Here, a node n can use a table-driven approach, also
computed off-line, to determine its Mr(f) in real-time as
illustrated in Table II. For instance, if node n’s power level is
MEDIUM, then Mr(f) = 6 (see Table II). The idea here is
that by monitoring its nearby transmitters and its power level,
a node can use its table to decide on how many streams it can
receive successfully.

There are several points that are worth noting regarding
the above table-driven approach. First, as mentioned earlier,
Mt(f) and Mr(f) are always less than the number of antennas
which equals 8 in this example. Second, as expected, the

TABLE II

EFFECTIVE RECEIVE DEGREES OF FREEDOM: Mr(f)

Kn = 8 LOW POWER MEDIUM POWER HIGH POWER
ξn = 1.5% Pn < 10 10 < Pn < 40 40 < Pn < 60

Mr(f) 3 6 7

smaller the channel estimation error and/or the higher the
power levels, the greater the effective degrees of freedom.
Third, the effective degrees of freedom may vary over time
due to variation of channel conditions and variation of power
levels. Fourth, the effective degrees of freedom may also vary
over space due to the fact that different nodes may have
different number of neighbors and/or different power levels.
Finally, a communication can successfully occur only if both
the transmitter and the receiver, not just one of them, have
enough degrees of freedom.

C. Flow Interference Graph

Let’s now associate each flow f in F with the pair
(Mt(f), Mr(f)) of the effective transmit and receive degrees
of freedom as determined in Sections III-A and III-B. We
represent the multi-hop wireless network via two graphs: node
topology graph and flow interference graph. The former graph
is an extension of the node topology graph G = (N ,L,F)
defined in Section II-B to include all pairs (Mt(f), Mr(f))
associated with all flows f ∈ F ; whereas the latter models
the set F of all flows in the network as a directed graph
H = (F , E ,D) where E ⊆ F × F , and D is the set of
all pairs (Mt(f), Mr(f)) for all f ∈ F . An ordered pair
(f, g) ∈ F × F belongs to E if and only if (1) f and g
do not share a node between them and (2) the transmission of
flow f causes interference at the receiver of flow g. Note that
if (f, g) ∈ E , it does not necessarily mean that (g, f) ∈ E .
For every f ∈ F , we let Er(f) and Et(f) denote the sets of
outdegree and indegree flows of f in H . That is, the receiver
of every flow in Er(f) interferes with the transmitter of f ;
while the transmitter of every flow in Et(f) interferes with
the receiver of flow f .

IV. FLOW-LEVEL ACCEPTANCE TESTS

In the previous section, we developed a cross-layer model
that captures the transmission/reception capabilities of nodes
given the nodes’ and network’s physical limitations and con-
straints. In this section, we use the model to derive flow-
level sufficient conditions under which the rates of all current
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admitted flows in the network are statistically guaranteed to
be met.

Let’s assume that each f in F flows data traffic at a rate
of x(f)×W bps where W denotes the link bandwidth of the
wireless medium; i.e., a maximum of τW bits a one-stream
communication can attain in the interval [0, τ ] seconds. Let
x = [x(f)]f∈F be the vector, referred to as flow rate vector,
representing the normalized (w.r.t W ) data rates of all flows
in F . The vector x is said to be feasible in H if there exists
a time schedule in which the rates of all flows are satisfied.
Formally, x is feasible in H if there exists a time schedule
S = [0, τ ] of length τ > 0 in which every flow f ∈ F
communicates τ × x(f) × W bits.

There are two types of constraints that affect the feasibility
of a flow rate vector: interference-based and radio-based. As
already mentioned, due to interference, nodes cannot have
more communications in their vicinity than what their effective
degrees of freedom allow. On the other hand, due to radio’s
limited capabilities, a node cannot receive and transmit at
the same time. In this paper, however, a node is allowed to
transmit multiple streams to different receivers as long as the
transmitter and all receivers each has enough effective degrees
of freedom. Likewise, a node is allowed to receive multiple
streams each coming from a different transmitter as long as
the receiver and all transmitters each has enough effective
degrees of freedom. In the remainder of this paper, a vector
x = [x(f)]f∈F in H is considered to be a flow rate vector if
it satisfies the necessary conditions given in [25] (radio-based
constraints). This work focuses on deriving sufficient condition
sets guaranteeing flow rate feasibility under interference-based
constraints. These sets, referred to as acceptance tests, can be
used in (1) QoS routing protocols to control flow admissibility
into the network, and (2) multicommodity flow formulations
to model network constraints.

Theorem 1: x = [x(f)]f∈F is feasible in H if x(f) ≤
min{Mt(f)−

∑
g∈Er(f)

x(g), Mr(f)−
∑

g∈Et(f)

x(g)} for all f ∈

F . We will refer to the set of these conditions as Acceptance
Test I, and denote it by AT-I.
PROOF: Let F denote |F|, and suppose that ∀f ∈ F , x(f) ≤
min{Mt(f)−∑

g∈Er(f) x(g), Mr(f)−∑
g∈Et(f) x(g)}. With-

out loss of generality, let’s arrange the flows in F as
{1, 2, . . . , F} such that x(i) ≤ x(j) for all 1 ≤ i ≤ j ≤ F ,
and let F i denote the set of flows {1, 2, . . . , i}. Let S = [0, τ ]
be a time schedule of length τ > 0 seconds. We show by
induction that for all n = 1, 2, . . . , F , the flows in the Fn are
scheduleable in S, which proves that F is scheduleable since
F = FF .
BASIS: F1 = {1}. Since both Er(1) = ∅ and Et(1) = ∅,
x(1) ≤ min{Mt(1), Mr(1)}. Hence F1 is schedulable in S.
INDUCTION STEP: Suppose that ∀ i = 1, 2, . . . , n − 1,
F i is schedulable in S and prove that Fn is also schedu-
lable in S. Since Fn = Fn−1 ∪ {n}, then it suffices to
prove that flow n can be scheduled, provided that all flows
in Fn−1 are already scheduled. By hypothesis, x(n) ≤
min{Mt(n) − ∑

g∈Er(n) x(g), Mr(n) − ∑
g∈Et(n) x(g)}. By

letting Φr(n) = Fn−1 ∩ Er(n), it follows that x(n) ≤
Mt(n) − ∑

g∈Φr(n) x(g). Hence even when all the flows in
Φr(n) are scheduled disjointly, the transmitter of flow n can

Fig. 3. Flow interference graph for illustration of Theorems 1 and 2

still schedule flow n for transmission without interference.
Similarly, by letting Φt(n) = Fn−1 ∩ Et(n), it follows that
x(n) ≤ Mr(n) − ∑

g∈Φt(n) x(g), and hence the receiver of
flow n can schedule n’s reception without interference.

Theorem 2: x = [x(f)]f∈F is feasible in H if x(f) ≤
min

{
Mt(f)

|Er(f)|+1 , Mr(f)
|Et(f)|+1

}
for all f ∈ F . We will call the

set of these conditions Acceptance Test II, and denote it by
AT-II.
PROOF: Let x(f) ≤ min

{
Mt(f)

|Er(f)|+1 , Mr(f)
|Et(f)|+1

}
for all f ∈ F .

Again, let’s arrange the flows in F as {1, 2, . . . , F} (F = |F|)
such that x(i) ≤ x(j) for all 1 ≤ i ≤ j ≤ F , and let F i denote
the set of flows {1, 2, . . . , i}. Let S = [0, τ ] be a time schedule
of length τ > 0 seconds. We show by induction that for all
n = 1, 2, . . . , F , Fn ⊆ F is scheduleable in S.
BASIS: F1 = {1}. Since |Er(1)| ≥ 0 and x(1) ≤ Mt(1)

|Er(1)|+1 ,
then x(1) ≤ Mt(1). Similarly, since |Et(1)| ≥ 0 and x(1) ≤

Mr(1)
|Et(1)|+1 , then x(1) ≤ Mr(1). Thus, F1 is scheduleable in
S.
INDUCTION STEP: Suppose that ∀ i = 1, 2, . . . , n − 1, F i

is scheduleable in S. We’ll show that Fn is also scheduleable
in S. Since Fn = Fn−1 ∪ {n}, then it suffices to prove that
flow n can be scheduled, provided that all flows in Fn−1 are
already scheduled. Let Φr(n) = Fn−1 ∩ Er(n) and Φt(n) =
Fn−1 ∩ Et(n). Note that for all k ∈ Φr(n) ∪ Φt(n), x(k) ≤
x(n) (since flow k is already scheduled). Hence, since x(n) ≤
min

{
Mt(n)

|Er(n)|+1 , Mr(n)
|Et(n)|+1

}
, then so is x(k) for all k ∈ Φr(n)∪

Φt(n).
From flow n’s transmitter perspective, each x(k) can then

at most be Mt(n)
|Er(n)|+1 . The worst case occurs when all of the

|Er(n)| receivers that are nearby flow n’s transmitter happen
to be in Fn−1 and also scheduled disjointly. In such case, they
will occupy a total rate of at most |Er(n)| × Mt(n)

|Er(n)|+1 . Now
since the effective transmit degrees of freedom of n is Mt(n),
then Mt(n) interference-free communications can be carried
out in the vicinity of the transmitter of n. Thus, the transmitter
of n is able to transmit Mt(n) − |Er(n)| × Mt(n)

|Er(n)|+1 =
Mt(n)

|Er(n)|+1 ≥ x(n) without interfering with any of its nearby
receivers and hence flow n is feasible from the transmitter’s
standpoint. Similarly, one can prove that flow n’s receiver
can receive x(n) without interfering with any of its nearby
transmitters.

One point that requires attention is that neither AT-I nor
AT-II can be said to be ”stronger” (less conservative) than
the other. That is, flow rate vectors passing AT-II do not
necessarily pass AT-I and vice versa. This is illustrated by
the following example of the flow interference graph H =
(F , E ,D), given in Fig. 3, where F = {f1, f2, f3}, E =
{(f2, f1), (f2, f3), (f3, f2)} and D = {(1, 2), (2, 1), (2, 3)}
(Mt(f1) = Mr(f2) = 1, Mr(f1) = Mt(f2) = Mt(f3) = 2
and Mr(f3) = 3). Consider the flow rate vectors x′ =
(3
4 , 1

2 , 3
4 ) and x′′ = (1, 3

4 , 1
4 ). Table III shows that x′ passes
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TABLE III

NUMERICAL VERIFICATION UNDER x′

x′ Conditions of Theorem 2 Conditions of Theorem 1
x′(f1) = 3

4 min{ 1
1 , 2

2} = 1 min{1 − 0, 2 − 1
2} = 1

x′(f2) = 1
2 min{ 2

3 , 1
2} = 1

2 min{2 − 3
2 , 1 − 3

4} = 1
4

x′(f3) = 3
4 min{ 2

2 , 3
2} = 1 min{2 − 1

2 , 3 − 1
2} = 1 1

2

AT-II (e.g., x′(f1) = 3
4 ≤ min{ 1

1 , 2
2} = 1, etc) and

Table IV shows that x′′ passes AT-I (e.g., x′′(f1) = 1 ≤
min{1 − 0, 2 − 3

4} = 1, etc). However, x′ does not pass
AT-I since x′(f2) = 1

2 > min{2− 3
2 , 1− 3

4} = 1
4 . Likewise,

x′′, which passes AT-I, fails AT-II since x(f2) = 3
4 >

min{ 2
3 , 1

2} = 1
2 . In fact, from a mathematical standpoint, one

cannot draw any conclusion stating that one set of conditions
performs better than the other set in the sense that when
used, for example, in an admission control mechanism, that
better set would always result in a higher acceptance rate.
This performance comparison can, however, be done through
simulations as shown in Section V. On the other hand, one
can widen the space of acceptable rate vectors by testing both
AT-I and AT-II whenever one needs to decide whether to
accept a flow vector; i.e., if a to-be-admitted flow vector passes
either AT-I or AT-II, then the network accepts the vector.
Clearly, this approach results in a higher acceptance rate when
compared with that based on either AT-I or AT-II, but not
both. Referring to the above example for illustration, testing
each of x′ and x′′ on both AT-I and AT-II would result in
each of them being accepted; whereas if only one test is being
considered, then only one vector will be admitted (either x′ or
x′′ depending on which test is being considered). The question
that naturally arises now is whether there is a set of conditions
(i.e., an acceptance test) that would capture rate vectors that
fail both AT-I and AT-II. The following theorem states a
set of sufficient conditions that are stronger than those stated
by Theorems 1 or 2 in that it results in accepting vectors that
fail both AT-I and AT-II while accepting any vector that
pass AT-I and/or AT-II.

Theorem 3: x = [x(f)]f∈F is feasible in H if

x(f) ≤ max{ Mt(f)
|Er(f)| + 1

, Mt(f) −
∑

g∈Er(f)

x(g)},

and

x(f) ≤ max{ Mr(f)
|Et(f)| + 1

, Mr(f) −
∑

g∈Et(f)

x(g)}

for all f ∈ F . We will refer to this set of conditions as
Acceptance Test III, and denote it by AT-III.
PROOF: Let x = [x(f)]f∈F be a flow rate vector satisfying
the sufficient conditions stated by the theorem. Let’s again
arrange the flows in F as {1, 2, . . . , F} (F ≡ |F|) such that
x(i) ≤ x(j) for all 1 ≤ i ≤ j ≤ F , and let F i denote the
set of flows {1, 2, . . . , i}. We show by induction that for all
n = 1, 2, . . . , F , Fn is feasible.
BASIS: F1 = {1}. Since there is only one flow, flow 1, then it
follows from the hypothesis that x(1) ≤ min{Mt(1), Mr(1)}
and hence F1 is feasible by both its transmitter and its
receiver.
INDUCTION STEP: Suppose that ∀ i = 1, 2, . . . , n − 1,

TABLE IV

NUMERICAL VERIFICATION UNDER x′′

x′′ Conditions of Theorem 2 Conditions of Theorem 1
x′′(f1) = 1 min{ 1

1 , 2
2} = 1 min{1 − 0, 2 − 3

4} = 1
x′′(f2) = 3

4 min{ 2
3 , 1

2} = 1
2 min{2 − 5

4 , 1 − 1
4} = 3

4
x′′(f3) = 1

4 min{ 2
2 , 3

2} = 1 min{2 − 3
4 , 3 − 3

4 } = 1 1
4

F i is feasible and prove that Fn is also feasible. Since
Fn = Fn−1 ∪ {n}, then it suffices to prove that both
the transmitter and the receiver of flow n can schedule n
provided that all flows in Fn−1 are already scheduled. Let
Φt(n) = Fn−1 ∩ Et(n) and Φr(n) = Fn−1 ∩ Er(n). We
will show for the transmitter case only; the receiver case
can be proven similarly. Suppose that Mt(n)

|Er(n)|+1 ≤ Mt(n) −∑
g∈Er(n) x(g). Hence, x(n) ≤ Mt(n) − ∑

g∈Er(n) x(g). It
then follows that x(n) ≤ Mt(n) − ∑

g∈Φr(n) x(g) because
Φr(n) ⊆ Er(n). Thus, even when all the flows in Φr(n)
are scheduled disjointly, the transmitter of flow n can still
schedule flow n for transmission without interference. Now
suppose that Mt(n)

|Er(n)|+1 > Mt(n) − ∑
g∈Er(n) x(g). Note that

for all k ∈ Φr(n), x(k) ≤ x(n) ≤ Mt(n)
|Er(n)|+1 (since flow k

is already scheduled). When all of the |Er(n)| receivers that
are nearby the transmitter of flow n happen to be in Fn−1

and also scheduled disjointly, they will occupy a total rate of
at most |Er(n)| × Mt(n)

|Er(n)|+1 . Now since the effective transmit
degrees of freedom of n is Mt(n), then Mt(n) interference-
free communications can be carried out in the vicinity of the
transmitter of n. Thus, the transmitter of n is able to transmit
Mt(n) − |Er(n)| × Mt(n)

|Er(n)|+1 = Mt(n)
|Er(n)|+1 ≥ x(n) without

interfering with any of its nearby receivers and hence flow
n is feasible from the transmitter’s standpoint.

As mentioned earlier, the sufficient conditions stated in
AT-III are always ”stronger” than those stated in either
AT-I and/or AT-II in the sense that all flow rate vectors
that pass AT-I and/or AT-II also pass AT-III. However,
a vector passing AT-III does not necessarily pass AT-I or
AT-II. Referring to the same example again, note that while
x′′′ = (1, 3

4 , 3
4 ) does not pass neither AT-I, nor AT-II, it

does pass AT-III. When all flows, however, have identical
rates, all theorems are equivalent. Hence, we state the follow-
ing theorem.

Theorem 4: If x(f) = x(g) for all f, g ∈ F , then AT-I,
AT-II and AT-III are equivalent.
PROOF: If x(f) = x(g) for all f, g ∈ F , then ∀f ∈ F ,
x(f) ≤ Mt(f) − ∑

g∈Er(f) x(g) ⇔ x(f) ≤ Mt(f)
|Er(f)|+1 and

x(f) ≤ Mr(f) − ∑
g∈Et(f) x(g) ⇔ x(f) ≤ Mr(f)

|Et(f)|+1 . This
implies that AT-I ⇔ AT-II ⇔ AT-III.

There are two important points that are worth mentioning
regarding the tests: AT-I, AT-II, and AT-III. First, since
AT-III always performs better than AT-I and/or AT-II,
one may suggest to always use AT-III. The issue, however,
is that due to its non-linearity, AT-III is not well suited
for all problems. For instance, AT-III cannot be used in
the multicommodity flow routing problems formulated in [17,
19–21] to model radio and interference constraints. In these
instances, one may choose to use AT-I and/or AT-II since
they are both linear, or formulate the instances as integer
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programs and then use AT-III. As one can see, there
is a clear tradeoff between complexity (non-linearity) and
efficiency (higher acceptance rates); AT-III is more com-
plex, but also more efficient; whereas, AT-I and AT-II are
simpler, but less efficient. From a mathematical perspective,
AT-III is proven to be always superior than the other two.
However, one cannot mathematically determine how much
superior AT-III is. Note the importance of knowing the gap
between the levels of efficiency if one wants to know whether,
for example, the complexity added as a result of choosing
AT-III instead of AT-I or AT-II is worth the gain in
efficiency. This will be answered in the next section.

The second point that is also worth noting is that in terms of
acceptance capabilities, neither AT-I, nor AT-II can be said
to be always superior than the other. How much and under
what circumstances each one of the two would be superior
than the other will also be answered via simulations in the
next section.

V. PERFORMANCE EVALUATION

We now evaluate and compare the performances of the three
acceptance tests: AT-I, AT-II, and AT-III. We consider
three mechanisms each uses one of the three tests as the basis
for deciding on the admissibility of flows into the network. We
study the effect of (1) traffic load variability, and (2) physical
constraints such as nodes’ powers and channel estimation
errors on the effectiveness of the mechanisms. While the
complexity of each test is obvious, the efficiency gap among
them is not. The objective here is then to evaluate and measure
such gap. All simulations are run until the measured metrics
converge to within 5% of the real value at a confidence level
of 98%.

A. Simulation Method & Parameter Setting

We generate and simulate random multi-hop wireless net-
works each consisting of N = 50 nodes. The capacity of
the medium, defined to be the maximum number of bits that
a one-antenna equipped node can transmit in one second,
is set to W = 54 Mbps. Nodes are uniformally distributed
in a cell of size A = 100 × 100 meters square where
two nodes are considered neighbors if the distance between
them does not exceed d meters. Each node is equipped with
K = 8 antennas, and associated with a maximum normalized
power (normalized to the noise power) selected from a uniform
distribution in the range P̄[1−√

3CP , 1+
√

3CP ] where P̄ and
CP are respectively the average and the coefficient of variation
of the powers. During the course of simulations, end-to-end
flows are generated randomly according to a Poisson process
with arrival rate λ. Each end-to-end flow is characterized by
(1) a random pair (source–destination) of nodes; (2) a chain of
one-hop flows constituting the shortest path between these two
nodes; (3) a flow data rate selected from a uniform distribution
in the range R̄[1 − √

3CR, 1 +
√

3CR] where R̄ = 3%W
and CR are respectively the average and the coefficient of
variation of the data rates; and (4) an exponentially distributed
duration of rate µ. The value of ξ is set to 3%. The simulator,
implementing the above method, is written in MATLAB.

Let x and p denote the vectors representing respectively the
data rates and the maximum normalized powers of all flows.
For every hundred combinations (a combination consists of
a random graph, a random flow rate vector x and a random
power vector p), we collect the percentage of admitted flow
rate vectors under each one of the three proposed acceptance
tests. A vector flow rate is admitted if it passes the corre-
sponding acceptance test. Provided P, σ2

E , and the number
of neighbors κ, each node uses the table-driven approach
to determine its effective transmit and receive degrees of
freedom to and from each one of its neighbors. These effective
degrees of freedom are then used in AT-I, AT-II, and
AT-III to decide on accepting rate flows.

B. Effect of Traffic Load Characteristics

The percentage of admitted flow rate vectors as a function
of the coefficient of variation of the data rates CR is shown
in Fig. 4. In this simulation scenario, we fix P̄ = 20 dB
(MEDIUM LEVEL), σ2

E = 10−2 (GOOD ESTIMATION),
and we consider two topologies: SPARSE (Fig. 4(a)) and
DENSE (Fig. 4(b)). A network is considered SPARSE (resp.
DENSE) when its average node degree is below 5 (resp.
above 15). These average node degrees are monitored through
appropriate choices of d.
General Analysis: First, note that as expected from our
developed theory, AT-III always accepts more vectors than
AT-I and AT-II. Second, observe that while the percentage
of admitted vectors is the same for each test when rates have
no variation (as stated in Theorem 4), it decreases as CR

increases and regardless of the test being used. This is true
for both topologies, SPARSE and DENSE, and explains as
follows. Vectors with high data rate variability (high CR)
are likely to result in an unbalanced rate distribution in the
network; i.e., some regions of the network will have to support
higher data rates than other regions. When this happens, the
data rate requirements of some flows are likely not to be
satisfied, which results in a lower percentage of admitted
rate vectors. The figure also shows that the percentage of
admitted vectors is above 90% for low to medium ranges of
CR. Because the derived conditions are all sufficient, but not
necessary, a rate vector not passing an acceptance test does not
tell whether the vector is feasible or not. In other words, we
do not know whether failing the test is because the conditions
are not necessary (vector is feasible, but fails the set) or the
vector is not feasible in the first place. Our results show that
about 10% of all vectors tested the condition sets do not pass
these acceptance tests. Recall that rate vectors are randomly
generated, and expected to be a mix of feasible and unfeasible
ones. Hence, some of the 10% may have failed because they
are not feasible (cannot be supported by the network), and
thus, should not be counted when measuring the percentage
of admitted vectors. Hence, under these simulation scenarios,
our tests result in an acceptance rate of at least 90%.
AT-I vs. AT-II Analysis: It is important and interesting to
note that while in SPARSE topologies AT-II outperforms
AT-I for low to medium data rate variability (Fig. 4(a)),
the exact opposite behavior is observed when topologies
are DENSE (Fig. 4(b)). This explains as follows. First, by
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Fig. 4. Effect of the data rate variability CR on flow acceptance capabilities: power level (MEDIUM), channel estimation (GOOD), CP (10%).

examining Theorems 1 and 2, note that a node’s conditions
under AT-II do not depend on its neighbors’ rates; i.e.,
a node’s neighbor’s rate does affect the node’s decision on
whether to accept a flow. In the case of AT-I, however,
the conditions depend on neighbors’ rates. Therefore, when
applying AT-I in DENSE topologies, lowering the rates of
some flows would allow others to have their rates increased
without violating the upper bound constraints. This is not the
case for AT-II since conditions do not depend on neighbors’
rates. Hence, flow rate vectors with high variation are more
likely to pass AT-I than AT-II in DENSE topologies. In
SPARSE topologies, even if we still allow flows to use the
”unused” rates in their vicinity whenever their neighbors are
not using it (i.e., in AT-I), it would not be beneficial in terms
of accepting more flow rate vectors since nodes in SPARSE
topologies do not have that many neighbors, and hence not
much ”unused” rate is available, in the first place. This ex-
plains why AT-II outperforms AT-I in SPARSE topologies.
Also note that, in SPARSE topologies, AT-II performs close
to AT-III for low to average variations of data rates (CR ≤
20%); whereas, in DENSE topologies, AT-I performs close
to AT-III.
Findings: The results of this section can be summarized as fol-
lows. First, when rates are substantially different, AT-III is
definitely the one to use as it outperforms both AT-I and
AT-II significantly. This is true in both topologies: SPARSE
and DENSE. Here, the gain in efficiency is worth the added
complexity. Second, when the rates of flows are close to each
other, AT-II is best suited for SPARSE topologies; whereas,
AT-I is best suited for DENSE topologies. Also, since the
gap between AT-II and AT-III in SPARSE topologies and
that between AT-I and AT-III in DENSE topologies are
small, then the efficiency gained by using AT-III instead of
AT-I or AT-II is not worth the added complexity.

C. Effect of Physical Constraints

Effect of power variability CP : Fig. 5 shows the percentage
of admitted flow rate vectors for different values of the
coefficient of variation of powers CP . In this simulation
scenario, we fix P̄ = 20 dB (MEDIUM LEVEL), σ2

E = 10−2

(GOOD ESTIMATION), CR = 10%, and we consider two
topologies: SPARSE (Fig. 5(a)) and DENSE (Fig. 5(b)). There

are two points that one can make regarding the effect of power
on acceptance capabilities of the proposed tests. First, note
that, regardless of the acceptance test, the higher the power
variation is, the lower the acceptance rate is. This is because a
high value of CP implies that it is likely that some of the nodes
have fewer degrees of freedom than others. High variation in
the number of degrees of freedom results in turn in some nodes
not being able to admit flows and thus in lower acceptance
rates of flow rate vectors. The second point to observe is that
variations in power do not affect the performances of the tests
with respect to each other. The gap between the acceptance
rates remains almost the same regardless of power levels and
variations.
Effect of channel estimation error σ2

E: In Fig. 6, for
each acceptance test, we show the percentage of admitted
data rates for different values of σ2

E . The data rate and the
power variations are both set to 10% during the course of
these simulations; whereas, P̄ is set to 20 dB. As expected,
the figure shows that the acceptance rate of the conditions
decreases as σ2

E increases. Note that, for reasonable channel
estimation errors σ2

E � 10−3, the acceptance rate of all tests
is above ≈ 90%. When σ2

E is high, even though nodes may
have high power levels, it may not be possible for them
to successfully transmit/receive due to enormous interference
caused by imperfect estimation of the channel coefficients.
In terms of the derived sufficient conditions, this results in
smaller transmit/receive degrees of freedom and hence higher
rejections of flows.

Another observation to recall from Fig. 6 is that all accep-
tance rates are more sensitive to σ2

E in DENSE topologies
than in SPARSE topologies. In fact, Fig. 6 shows that the
acceptance rates under all tests remain above ≈ 80% even
when σ2

E reaches as high as ≈ 10−1 when topologies are
SPARSE; whereas those rates drop quickly below ≈ 80%
as soon as σ2

E reaches about ≈ 10−2 when topologies are
DENSE. This is because nodes are likely to have more inter-
ferers in DENSE networks than in SPARSE ones; hence, in
scenarios with ERRONEOUS estimations (σ2

E is high), nodes
are likely to accept more flows in SPARSE networks (less
interferers) than in DENSE ones. Of course, this argument
holds given that powers are kept the same.
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Fig. 5. Effect of the maximum normalized power variability CP on on flow acceptance capabilities: channel estimation (GOOD), CR (10%), P̄ (20dB).
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Fig. 6. Effect of σ2
E on flow acceptance capabilities: power level (MEDIUM), CR (10%), P̄ (20dB), CP (10%).

VI. DISCUSSION: APPLICABILITY OF ACCEPTANCE TESTS

Multicommodity End-to-End Flow Routing: One major
networking problem in which the developed acceptance tests
can be used is the multicommodidy flow routing problem in
multi-hop wireless MIMO networks. A multicommodity flow
routing instance consists of finding feasible routes for end-
to-end flows that maximizes a given utility function while
satisfying some design and network constraints. For example,
the work in [26] solves an energy-efficient routing problem
for wireless sensor networks with data rate constraints using
multicommodity, where the objective is to increase the lifetime
of sensor networks while meeting the QoS requirements.
Mesh networks is another example in which multi-hop routing
can be formulated as multicommodity where the objective
here is typically to maximize throughput while ensuring QoS
requirements of end users [17]. All these instances, however,
require models to capture network constraints such as those
due to radio and interference limitations so that QoS (i.e., data
rates) needs are guaranteed to be satisfied. If these instances
fail to impose appropriate conditions that capture network
constraints, then routing solutions may be such that the shared
medium may not be able to provide the net data rate required
to support these flows. The developed acceptance tests, AT-I,
AT-II, and AT-III, can be used to model such constraints.
Recall that the conditions expressed in AT-III are not linear;
whereas, those expressed in AT-I and AT-II are linear.
Based on the findings of the evaluation section, we make the

TABLE V

RECOMMENDATION USAGE IN MULTICOMMODITY FLOW PROBLEMS

SPARSE NETWORKS DENSE NETWORKS

HIGH RATE AT-III is recommended.
VARIABILITY Efficiency gain is worth added complexity

MEDIUM RATE AT-II is recommended. AT-I is recommended.
VARIABILITY

LOW RATE Added complexity is not Added complexity is not
VARIABILITY worth efficiency gain worth efficiency gain

following recommendations (summarized in Table V).
QoS End-to-End Flow Routing: Another application where
the developed tests can also be used is end-to-end QoS routing
in multi-hop wireless MIMO networks. Multi-hop routing
schemes such as AODV [27] can be extended to include one
of these tests to serve as the basis for admission control when
supporting end-to-end flows with QoS requirements such as
multimedia applications. For example, the link-bandwidth cal-
culation mechanism, proposed in [25], can use the developed
acceptance tests to decide on whether to admit a new flow
into the network when supporting end-to-end QoS flows. One,
however, needs to always use AT-III instead of AT-I or
AT-II because non-linearity is no longer an issue when using
these tests in QoS routing.

VII. CONCLUSION

This paper develops a set of three acceptance tests that
exploit the benefits of multiple antennas to enable multi-
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hop wireless MIMO networks with QoS capabilities. We
first propose a table-driven statistical approach that allows
each node to determine the amount of spatial reuse and/or
multiplexing, offered by MIMO, that are available to it in its
vicinity. This method is then used to derive the three tests
that, once passed, flow rates are guaranteed to be feasible.
The acceptance tests are useful in networking problems such
as QoS routing and multicommodity flow problems to control
admissibility of multimedia/QoS flows into the network. The
tests are multi-layer aware in the sense that they account for
cross-layer effects between the PHY and the MAC layers to
provide QoS capabilities at higher layers.
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