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Abstract— Multi-antenna or MIMO systems offer great po-  Unlike the switched multi-beam technique, the adaptivayarr
tential for increasing the throughput of multi-hop wireless technique can exploit multiple antennas to increase the ca-
networks via spatial reuse and/or spatial multiplexing. Ths pacity in both line-of-sight and multi-path environmert§]

paper characterizes and analyzes the maximum achievable . : . . .
throughput in multi-hop, MIMO-equipped, wireless networks  Vi2 not only spatial reuse but also spatial multiplexing.

under three MIMO protocols, spatial reuse only (SRP), spatial In this paper, we make the following contributions.
multiplexing only (SMP), and spatial reuse & multiplexing 1) Design and modeling of interference and radio con-
(SRMP), each of which enhances the throughput, but via a straints on multi-hop wireless MIMO networks under

different way of exploiting MIMQO'’s capabilities. We show via . .
extensive simulation that as the number of antennas increas, three MIMO protocols and two interference avoid-

the maximum achievable throughput first rises and then flattes ance models that we propose.
out asymptotically under SRP, while it increases “almost” 2) Characterization and analysis of the maximum achiev-
linearly under SMP or SRMP. We also evaluate the effects of able throughput in multi-hop wireless MIMO networks.

several network parameters on this achievable throughputand

show how throughput behaves under these effects, Via extensive simulations, we show that as the num-

ber of antennas increases, the maximum achievable
Index Terms—End-to-end network throughput, MIMO sys- throughput flattens out asymptotically under SRP and
tems, multi-hop wireless networks. increases “almost” linearly under SMP or SRMP.
3) Evaluation of the effects of several network parameters
| INTRODUCTION on the achievable network throughput. We show how
Multi-antenna or MIMO (multiple-input multiple-output) the network throughput performance behaves under the
systems have great potential for increasing the throughput effects of such parameters.

of multi-hop wireless networks throughpatial spectrum  The rest of this paper is organized as follows. Section VIII
reuse by allowing multiple simultaneous communicationgjiscusses the related work, putting our work in a compagativ
in the same neighborhood and/or througpatial division perspective. Section Il overviews MIMO and illustrates its

multiplexingby achieving high data rates. Therefore, MIMGyotential benefits. We model the network under study and
systems are considered as a key technological solutifdte our objectives in Section IIl. Section V models the
to next-generation wireless networking and communicatigiycket-level constraints, while Section VI formulates the
problems, such as the bandwidth-shortage problem [1], [24aulti-commodity flow routing problem. Throughput charac-

From the physical layer’s standpoint, the potential besiefiierization and analysis are provided in Section VII. Fipall
of MIMO are already well-understood and characterized fqje conclude the paper in Section IX.

the single, point-to-point communication link [3], [4],][5
[6], [7]. How to realize these benefits at higher layers has I
also been studied recently [8], [9], [10], [11], [12], [13]. )
These studies focused on the development of MAC protocdls Basics of MIMO
for wireless networks that exploit MIMO to increase the Let us consider the MIMO link shown in Fig. 1(a), and
overall network throughput via spatial reuse [12], [13] &ind assume that the transmitter and the receiver are each eglipp
spatial multiplexing [9], or reduce power consumption vigvith 2 antennas. To transmit a signalt) over the 2-
beam-forming and interference suppression [8]. Howevemtenna array, the transmitter sends two weighted copies,
how much throughput MIMO can offer multi-hop wirelessu; s(t) and uzs(t), of the signal, one on each antenna; the
networks has been studied much less [14].eYial. [14] vectof u = [u; uo]? is referred to as aransmission
extended the work in [15] to wireless networks using diveight vector At the receiver, the two received signals
rectional antennas. The focus in [14] is, however, on ti{ene on each antenna) are weighted witteeeption weight
switched multi-beam technique. Albeit simple, the switthevectorv = [v; v2]7 and summed to producet). This is
multi-beam technique works only in a near line-of-sightlustrated in Fig. 1(b). LefI denote the matrix of channel
environment, and may increase the capacity only througbefficients between the transmitter and the receiver. One
spatial reuse. In this paper, we characterize and analyzn then writer(t) = (u”Hv)s(t). By choosing appropriate
the maximum achievable throughput in multi-hop wirelesgeight vectorsu andv, one can ensure that the signgt)
MIMO networks when the adaptive array technique is usedchieves a unit gaini! Hv = 1) when received by the target
, receiver, and a zero gaim{Hv = 0) when received by a
This work was supported by NSF under Grant CNS-0721529. . . .
Bechir Hamdaoui is with the School of EECS at Oregon Statevéisity. non-target receiver. Hence, with mUIt'ple antennas, a node
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(b) One-stream signal. can null _thejr signals at unde;ired near_by receivers (jre.-_,
@ @ vent their signals from reaching undesired nearby recgjver
o<1 »[> while ensuring acceptable signal gains at their desired re-
100 @) @) O—ra ceivers. Likewise, receivers can use their multiple ardsnn
to suppress interferences caused by undesired nearby trans
5200 S, &<y ) [> o) (—ra0 mitters while successfully receiving their desired sign&lor
o) ) the purpose of illustration, let's assume that, at a givereti
_ t, nodesl and2 both decided to transmit signals to nodies
(¢) Two-stream signal. and4, respectively. First, note that if nodes are equipped with
Fig. 1. MIMO processing. single omnidirectional antennas, then nddg transmission

will interfere with node4’s reception, and hence, node
won't be able to successfully receive the signal from nde

can successfully communicate with its target receiver evhiBecause node has2 antennas, its reception weight vector
allowing other nearby receivers to successfully receiairth v4 can be so chosen that the interference caused by fisde
signals. transmission may be suppressed while assuring an acceptabl

Multiple antennas can also be exploited to send multipl@&in of its intended signal from node These constraints
stream signals. As shown in Fig. 1(c), the transmitter c&# requirements can be written ds; H4)vy = 1 and
send two streamss; (¢) and so(t), each weighted over (Ui Hi4)va = 0whereuy = [uz1 us]" is the transmission
both antennas using the transmission weight vecigrs= Weight vector of node2 and vy = [vs1 vio]” is the
11 U1,2]T anduy = [uy U2,2]T' respectively. At the re- reception weight vector of nodé. Knowing H; 4, Hs 4,
ceiver, two separate streams(t) andrs(t), are constructed U1, and uz, node 4 can solve the system of these two

by weighting the two received signals (one on each anteniguations to determine; which can then be used to receive
by two reception weight vectors; = [v; vi]T and @an interference-free signal from nodeconcurrently with

vy = [va1 v22]T. One can writer; (t) = (ul Hv,)s,(¢t) + hodel’s transmission signal. Multiple antennas can thus
(ulHv1)so(t) andrs(t) = (uF Hvy)s1 () +(ulHvy)sy(t).  be exploited to increasspatial reuseby allowing multiple
With an appropriate choice of all the weight vectors angimultaneous transmissions in the same vicinity.

under the assumption thdf is a full-ranked matrix [7], ~ 2) Spatial Division Multiplexing: Suppose node does
one can ensure that’Hv, = 1 and ulHv, = 0 to NOt transmit at time/, then nodei can use both antennas

correctly construct: (¢), andu?Hv, = 0 andulHv, =1 © receive two streams of data concurrently. To design its
to correctly construct(t). Hence, multiple antennas carfeception weight vectors, ; = [v41,1 va2]" andvyy =
be exploited toincreasethe data rates by sending multipleds.2.1 vs.2,2]", we need to solve two systems of linear

stream signals. equations
We will henceforth usau,, ; to denote noden’s 7, x 1 (ul Hy4)vy, =1 (uf  Ho4)vas =0
weight vector used to transmit 6" stream of data, where (ul,Hy4)vay =0 and (ul ,Hyg)vyo =1

vm is the number of elements af's antenna array. Node, - r

uses thejth element (., ; ;) of this vector to weigh thet® Whereus: = [uz11 ug12]" andugs = [uzo1 uz2.]
transmitted stream on thg” element of the antenna array2'€ the two transmission weight vectors used by nibde

If only one stream of data is being transmitted fy the transmit its two streams. The solution can then be used by
notationu,,, will be used to denote the transmission weighi0de 4 t0 receive two concurrent data streams from node
vector. Also,v,, ; will be used to denote node’s ~,, x 1 2- Hence, multiple antennas can also be used to increase
reception weight vector used to receiveits stream of data. the transmission rates by exploiting thpatial multiplexing

The jt" element ¢,,, ; ;) of this vector is used by to weigh offered by the antennas. Note that now, notlecannot

the it" received stream on th¢" element of the antennatransmit without causing interference at nodespatial reuse
array. If only one stream is being receivediby the notation Cannot be increased when multiple antennas are used for
v., will then be used instead. spatial multiplexing.

C. Practical Considerations

Although this paper focuses on the characterization of
To illustrate MIMO benefits, let's consider the exampléhe maximum achievable throughput, and hence, it ignores
of a multi-hop wireless MIMO network in Fig. 2, whichirrelevant aspects, such as how and when nodes exchange
consists of a setV = {1,2,3,4} of 4 nodes, and a setchannel coefficients, it is worth reviewing some of them for
L = {(1,3),(2,4),(1,4)} of MIMO links. Suppose each completeness. Channel estimation is one practical aspeict t
node ha® antennas-,, = 2,Vm € N). is crucial to enable MIMO capabilities. Nodes should be

B. Benefits of MIMO



able to estimate channel coefficients in order to solve thmansmitters prior to receiving their desired signals.t‘ﬁhgé
optimization formulations illustrated earlier. Many cim@h before transmitting its signal, a transmitter must ensheg t
estimation techniques [17], [18], [19], [20] have alreadit has enough antennas to transmit the signal without cgusin
been proposed in literature, which can be categorized iritderference to any of its nearby receivers. Likewise, iptdo

two types: pilot-assisted techniques (e.g., [17], [20]d arreceiving signals, a receiver must ensure that it has enough
blind techniques (e.g., [18], [19]). For pilot-assiste¢hte antennas to be able to suppress the interference caused by al
nigues, channel coefficients can be estimated by exploitingarby transmitters while receiving its desired signatbeuit

the frequency and/or the time correlation of the pilot anihterference. In the example network of Fig. 2, under NiM,
data symbols. Blind estimation techniques, on the otheode4 must then be able to suppress ndde signal prior
hand, exploit the statistical properties or the deternimis to receiving node’s signal, and nodé must be able to null
information of the transmitted symbol. Nodes can then ud#s signal at nodel prior to transmitting a signal to node

any of these proposed techniques to estimate their chan@ebperative Interference Avoidance Model (CiM): Note
coefficients. that it suffices for nodet to suppress nodd’s signal,

In general, maintaining up-to-date knowledge of these cor for node 1 to null its signal at nodel to have two
efficients on a per-packet basis may be very challenging dsieccessful transmissions. Unlike NiM, CiM requires that
to time-varying channel conditions. In this paper, howgevegither the transmitter or the receiver (not necessariljhjpot
channel conditions need to remain constant only duringb& responsible for interference avoidance. Referring & th
single communication so that nodes can update their chaneedmple of Fig. 2 again, nodésand4 must then coordinate
coefficients at the beginning of every communication, artd design their vectors such that
assume them to stay unchanged until the communication is "
completed. In certain wireless settings and applicatisash u; (Hy 3v3) =1 (ensured by node)
as sensor and mesh networks, channel coefficients usuallyti Hi«va =0  (ensured by either nodeor node4)
experience little variability since these networks ardista | (13 Hz,4)va =1 (ensured by node).

(nodes do not move) and are deployed in un-noisy (nOE_IearIy, CiM provides higher spatial reuse of multiple ante

urban) areas. . o S
Nodes also need to exchange channel information as weit® than NiM. This will be justified later.

as antenna weight vectors among themselves. Protocols, suc
as NULLHOC [21] and others, have already been propos
to enable information exchange among nodes for sharing the
wireless medium. Once it acquires knowledge of channelDeriving interference models for multi-hop settings that
information, each node can use a centralized or a distdbutgccount for signal propagation decays is known to be a
approach to select its transmission and reception weighary complex, challenging problem. For analytic tractiapil
vectors. The centralized approach requires global knaydedresearchers, when addressing high-layer related issfien, o

of information, i.e., a global center gathers all necessamge the 0-1 interference model where signals are assumed
information and solves an optimization problem to find atio cause interference only when they are received within
weight vectors. This approach, albeit impractical, pregid a distance threshold or a transmission range. In this in-
the optimal solution in terms of overall network throughputerference model, the amount of interference does not de-
The distributed approach, which we adopt in this paper aend on the distances from the interfering sources. Clearly
illustrated in Section II-D, requires that each new trarismi this model cannot reflect, nor capture all dynamics of real
be responsible for avoiding interference with existing 8owwireless environments. In a real environment, the amount
by adjusting its transmission weight vectors. That is, a nesf interference depends on signals’ strengths, which in tur
transmitter first gathers weight vectors from its neighbordepend on distances from the sources of interfering signals
and then uses them to determine its transmission vecta, Thind hence, so does MIMO'’s ability to suppress interference.
however, requires some form of collaboration between ti#dthough such a model may not be accurate enough to be
new transmitter and its immediate neighbors. used for studying physical-layer performances of point-to
point, MIMO links, it can be used as an abstraction for
studying high-layer performances. The 0-1 model can still

provide useful insights and characterization of high-taye
We now propose two modélghat can be used by nodesyetwork performances, such as providing upper bounds on

to suppress interference and/or null un_desired signalbao tie multi-hop network throughput. In this work, we use the
the spatial reuse of spectrum may be increased. 0-1 model to characterize each link with a constant data rate
Non-Cooperative Interference Avoidance Model (NiM): \yhich can, for example, signify the link’s average, minimum
This model requires thal) transmitters be responsible forgr maximum achievable data rate. By setting the transmissio
nulling their signals at all nearby interfering receiver®p ange to the distance that provides the highest data rate, th
to transmitting their signals, an2) receivers be respon-o.1 model can then be used to characterize upper bounds on
sible for suppressing the interference caused by all neafiks’ data rates. In essence, although this model is reliti

) _ _simple, it can still provide useful characterization of hthe

Note that we only provide key features of the models reletanthis | th h beh . Iti-h K il b
work. Hence, we omit details of how and when nodes exchangh sutOtal throughput behaves in muiti-hop networks, as will be
information as weight vectors. shown in this paper.

Interference Models: Limitations and Implications

D. Interference Models: Cooperative vs. Non-cooperative



F. Effective Degrees of Freedom works equipped with MIMO links. We propose and anélyze

Based on the illustrations given in Section I1-B, one cathree different MIMO protocols—spatial reuse only protbco
draw the following conclusion. A node’s degrees of freedofPRP), spatial multiplexing only protocol (SMP), and spa-
(DoFs) or number of antennas can be exploited in one ##l reuse & multiplexing protocol (SRMP)—all of which
the following three ways{1) all DoFs are used to send aincrease network throughput, but each with a different way
multiple-stream flow of data by exploiting the spatial dieis Of €xploiting the multiple antenna benefits.
multiplexing of the antenna arrag2) all DoFs are used to in- SPatial Reuse Only MIMO Protocol (SRP): uses all
crease the spatial reuse of the spectrum by allowing mamlﬁﬁective degrees of freedom to increase network throughpu
concurrent streams in the same vicinity) some of DoFs are via spatial reuse of the spectrum only. In SRP, the throughpu
used to send a multiple-stream flow while the others are usédhen increased by allowing multiple simultaneous commu-
to allow for concurrent streams in the same neighborhood Ni¢ation sessions in the same neighborhood.
is important to note that the level of exploitation of thetigla Spatial Multiplexing Only MIMO Protocol (SMP):  under
reuse and/or multiplexing is, however, contingent on ptajsi which all effective degrees of freedom are used to increase
limitations, such as nodes’ power availabilities, multipa throughput via spatial multiplexing only. Nodes in SMP can
conditions, channel correlation, and/or channel estonatiUse their multiple antennas to communicate multiple stream
errors. signals among them. They cannot, however, use any of their

Therefore, when a node is equipped with antennas, effective degrees of freedom to increase spatial reuse.
it does not mean that concurrent streams (spatial reusépatial Reuse & Multiplexing MIMO Protocol (SRMP): is
and/or mu|t|p|ex|ng) can occur within the node’s Vicinity;a combination of SRP and SMP in that the effective degrees
physical limitations may restrict the number of possiblef freedom can be used to increase network throughput via
concurrent streams to be less than Let's consider two Spatial reuse and/or spatial multiplexing, whichever ptes
neighbor nodesn and n each equipped with an antenndligher throughput.
array of sizey,, and~,, respectively, and assume that In this paper, we consider TDMA (Time Division Multi-
wants to transmit a-stream data signal to. Suppose there plexing Access), in which time is divided into slots of an
are o streams currently being received by nodes locatédlual length, denoted by" = {1,2,...}. Characterizing
within m’s transmission range, angstreams currently being the achievable throughput under TDMA will then serve as
transmitted by nodes located within's reception range. @ characterization of the throughput achievable underrothe
Due to physical limitations, the numbép + x) of possible Multiple access methods, such as CDMA and CSMA/CA.
concurrent streams im’s vicinity is likely to be less than the ~ For each MIMO protocol, we formulate the multi-hop
number of its actual antenna elements [22]. We will refer ~ routing problem as a standard multi-commodity flow instance
to this numbery,, = (¢ + x) aseffective transmit degrees ofthat consists of a sep of commodities where each € @
freedomof nodem. For similar reasons, the numbgf + ) is characterized with a source-destination pair), d(q) of
of possible concurrent streams irs vicinity is also likely nodes, and a non-negative multi-hop flow of rate A
to be less than its total number of antennas[22]. This multi-hop flow solution—maximizing the surh_ ., fq of
number3, = (¢ + x) will be referred to agffective receive all flows’ rates subject to the network constraints that we
degrees of freedorof noden. will describe and model in next sections—will be used to

It is important to note that these effective (both transmigpresent the achievable throughput under multi-comrmodit
o and receives,,) DoFs can be viewed as cross-layer modlow f = (f;)4eq- By solving many instances, we can
els that capture the effects of the physical limitationshsas Provide a statistical characterization and analysis ohtlag-
power level, channel correlation, and channel estimation, imum achievable throughput in multi-hop wireless MIMO
the transmission and reception capabilities of multi-ange networks.
systems. For example, a node equipped Witlantennas may ~ Our main contributions are two-fold. First, we characteriz
only be capable of havingor 5 concurrent streams within its and analyze the optimal achievable throughput in multi-hop
vicinity due to the correlation between channel coeffigenrt Wwireless networks that are equipped with MIMO links. We
due to errors associated with its channel estimation meth@tso study the effects of several network parameters on this
In [23], we derived a statistical method that allows eadiroughput. Second, we show how the thus-obtained results
nodem to determine bothy,, and,, given these network’s can be used for designing wireless MIMO networks such
physical limitations. In this paper, we assume that these t@s MIMO mesh networks. These results enable network
numbers are known for each node by using this method. designers to determine the optimal parameters of wireless

We will use these numbers to model radio and interferenb8 MO networks.
constraints, which will, in turn, be used to formulate thelen
to-end network throughput problem. Therefore, the effects IV. MODEL
of physical limitations on throughput performance will be : : .
accounted for by incorporating these cross-layers mod#ds iA' Signal Propagation Assumptions

throughput formulations as will be described next. Signals in reality decay gradually with distance, and de-
riving models and constraint designs that mimic interfeeen
lIl. PROBLEM STATEMENT while accounting for such a decay is too difficult to do,

In this paper, we want to characterize and analyze tlspecially in multi-hop settings. Therefore, we assume a 0-
maximum achievable throughput in multi-hop wireless nef- model, where signals can cause interference only when
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: i€ L letClt =1{jeL:(i,j) € C} denote the set of
'3 \ all links whose receivers are interfered by the transmissio

(is)
@@ @< ®// (i2) oni, andC; = {j € L: (j,i) € C} denote the set of all
i i2 \ / links whose transmitters are interfered by the reception on
\gh/ i. Referring to the example in Fig. 3(b(}};g = {i1,42} and
C;, = {is, i}
(@) G = (N, L) (b) H=(L,C)

V. CONSTRAINT DESIGN AND MODELING

In this section, we model the packet-level constraints on
multi-hop wireless MIMO networks, described in Section IV.

received within a distance threshold or a transmissioneangror every(i, t) € L x T', we define the binary variablg to
i.e., signals can either interfere with each other, or not bé 1 if link i is active during time slot, and0 otherwise.
all. This model can still be used (and has been used \We now consider each of the three MIMO protocols: SRP,
many other efforts) as an abstraction for providing upp@SMP, and SRMP.
bounds on the end-to-end network throughput. Note that
the 0-1 model can be viewed as characterization/assatiatiQ gpatial Reuse Only MIMO Protocol (SRP)
of a link with a constant data rate (it can, for example,

signify the link's average, minimum, or maximum achievablte}-g ¢ a node can either transmit or receive. but not both. at
data rate), whereas the decaying model can be viewed ! smit o Ve, bu ’
a time slot. Also, since SRP exploits all degrees of freedom

characterization of a link with a variable (e.g., insta@ums) ES) 10 incr tial 1 nod N t most on
data rate. By defining/setting the transmission range as & S) to increase spafial reuse, a node can use at most one

distance which provides the highest data rate, the 0-1 mo eqF to transmit or receive one stream while the othgr DoFs
can then be used to characterize upper bounds on links’ da k_)_e used to allow for mulﬂ_ple concurrent streams in same
rates. Since our goal is to characterize upper bounds on e\rﬁ'&—'mt'es' Hence, one can write

to-end throughput of multi-hop networks, the 0-1 model can dier, Ui <1, YmeNVteT. (1)

still provide useful characterization of how the total netiv
throughput behaves.

Fig. 3. (a) node topology graph, (b) link interference graph

1) Radio ConstraintsDue to radio limitations, we assume

2) Interference ConstraintsNext, we describe the inter-
ference constraints under both the non-cooperative gterf
ence avoidance model (NiM) and the cooperative interfexrenc
B. Network Model avoidance model (CiM), as defined in Section II-D.

We model the multi-hop wireless MIMO network as dnterference Constraints under NiM: Recall that under
directed graphG = (N, L), referred to asnode topology NiM, receivers must be responsible for suppressing signals
graph, with a finite nonempty selV of nodes and a finite set from interfering transmitters. Hence, any receiver musteha
L of MIMO links. L is the set of all ordered paifsn,n) of €enough effective receive degrees of freedom that enabde it t
distinct nodes inN such thatn is within m’s transmission combat nearby transmitters’ interference prior to recgj\a
range. Ifi = (m,n) € L, then nodem and noden are signal at any time slot. That i € L andvt € T,
referred to as the transmitte(i) and the receiver(i) of 4. t t
link 7. A data linki is said to(beactive it #(i) is cur(rently (W= By + DY+ Ljeoy ¥y < ©)
transmitting tor(i); otherwise,i is said to beinactive For wherew is an integer larger than the maximum number of
everym € N, let L}, = {i € L : t(i) = m} denote the active links at any given time slot. Let = |L|. If ! =1
set of all links whose transmitter is:, L, = {i € L : (i.e., ¢ is active at time slot), then the above constraints
r(i) = m} denote the set of all links whose receiverris ensure that the total number of active links, interferinghwi
andL,, = L} UL, . Fig. 3(a) shows an example of nodéhe reception on linki, does not exceed what nod¢i)’s
topology graph. We assume that each nadds equipped effective receive degrees of freedom can handle; otherwise
with an antenna array of,,, elements that it uses to transmit(if y! = 0), the constraints are relaxed sincé not active,
and receive signals, and we let, and3,, denote noden’s and hence, no interference needs to be suppressed.
effective transmit and receive degrees of freedom. Foryever Likewise, transmitters under NiM must also be responsible
i € L, let ¢; denote the maximum number of bits that link for nulling their signals at all nearby receivers. That idpp
can support in one second. Whiledepends on (i.e., could to transmission at any time slot, a transmitter must have
vary from link to link), it is assumed to be time-invariant. enough effective transmit degrees of freedom so that it can

Let C denote the set of all ordered distinct pafisj) € prevent its signal from causing interference to any nearby
L x L such that(1) < andj do not share a node betweerreceivers. Hence, we can write, for ale L and allz € T,
them and(2) the transmission on link interferes with the o ¢ ¢
reception on linkj. Note that if (i,5) € C, it does not (W —ae) + Dy + 2jecy ¥ <@ ®)
necessarily mean thdj,:) € C. We now model the multi- Again, the above constraints ensure that the maximum num-
hop wireless MIMO network as a directed grafin= (L, C), ber of active links interfering with the transmission orklin
which we will refer to as dink interference graphThe graph does not exceed what nodg) can null, i.e., no more than
H corresponding to the node topology graphgiven in «; can be concurrently active at time stovheni is active.
Fig. 3(a) is shown in Fig. 3(b) for illustration. Given a linklf, however,(i) is not transmitting (i.e.y! = 0), then the



constraints are relaxed as expressed by the inequality.via 2) Interference Constraints:Recall that all DoFs E‘in
Interference Constraints under CiM: Under CiM, for every SMP are used for spatial multiplexing, i.e., none of them
pair (i,j) € C, one of the following two conditions mustare exploited to increase spatial reuse. Therefore, NiM and
hold: the transmitter of must null its signal at the receiverCiM are equivalent under SMP, and so are the interference
of j; or the receiver off must suppress the interference frontonstraints. These constraints can be written as

the transmission on link. Note that one (and only one)

of the above two conditions needs to hold for a successful yi +yi <1,¥(i,j) e CVt e T, (7)
transmission on while still receiving an interference-free

signal onj. To express this set of constraints, we need to _ _ )
introduce two new binary variables. For everg T and for C- SPatial Reuse & Multiplexing MIMO Protocol (SRMP)

every (i, j) € C, we define binary variables We now describe and model the packet-level constraints
. ) . . under SRMP. Note that the radio constraint under SRMP are
, 1 if i andj are both active at, andt(i) equivalent to those under SMP as described in Section V-
Aij = nulls its signal at-(;) B.1. The interference constraints, however, are diffefiemn
0 otherwise those under SRP or SMP.

Interference Constraints under NiM: Under NiM, receivers

and binary variables are responsible for suppressing signals from interferiags:

1 if < andj are both active at, andr(j) mitters, i.e., for alli € L and allt € T,
t : .
Hij = suppresses the interference fro() a_ n < 0
0 otherwise. (@ = Bri))yi 2jecruL o - (8)

The interference constraints to SRP under CiM can then B#d trart;smltter.s are _respfon;k?legor r:ju”':?? th;" sigrals
expressed as follows. For dll, j) € C and allt € T, all nearby receivers, 1.e., for aflc L and allt € 1,

Q — )yt . L<Q
L4 Yot A < augy (= o )yi + ZJECfUL%) = ©)
L+ Zlec NZ < Brj) (4)  whereQ is an integer greater than the number of possible
yi + 5 < At + by + 1. concurrent streams. L& = |L| x max,,e N Yom.

Interference Constraints under CiM: For every(i,j) € C

It is important to note that when the number of antennagd for everyt € T', we introduce two integer variable@t
equalsl (ym = 1, Vm € N), the interference constraintsand!;. ¢!, represents the number of DoFs ass,lgned(b)/
under NiM (Egs. (2) and (3)) are equivalent to those undes null its 5|gnal atr(j), provided bothi andj are active,

CiM (Egs. (4)). This claim can easily be proven; it willie., r(j) can have up td!; interference-free streams;
also be justified in the evaluation section via S|mulat|on@presems the number of DoFs assigned-y to suppress
(Section VII-C). interference coming froni(:), provided bothi and j are
active, i.e., 9!, streams can be sent byi) without causing

ij
interference at(j). The constraints under CiM can then be

B. Spatial Multiplexing Only MIMO Protocol (SMP) written as follows. For al(i, j) € C and allt € T,
Th.IS section describes .and models the packet-level (radio Zzeﬁ o+ Zle(ﬁ 0!, < s
and interference) constraints under SMP.
1) Radio Constraints:Recall that SMP exploits all DoFs ZlEL Zl + Zlecf Vi3 < Brisys (10)
to increase data rates/throughput by allowing transmitter zf < 19t +0<t(z)(1 Yi),
receiver pairs to communicate multiple stream signals over t < 9 + B (1 — y])

their links, i.e., each transmitter-receiver pdit(i), r(i)),
can communicate more than one stream over finket z!
represent the number of streams that are active oniliak
time slott. Because the maximum number of streams com-There are two points worth mentioning regarding the above
municated on linki must not exceed the effective transmitiesign constraints. First, they all constrain the feasjbdf
degrees of freedom af(¢) nor the effective receive degreeslata transmissions on a packet-by-packet basis. That is, at

D. Observations

of freedom ofr(7), every time slot, packet-level conditions must all be met in
order for packet transmissions to be successful during that
< i andz! < Byt (5) time slot; these constraints can then be seen as conditions

under which thénstantaneousnk rates are feasible. Second,
must holdvi € L andVé € T. Like in SRP, in SMP, a they all are necessary conditions, but not sufficient for the
node can either transmit or receive at any given time sl@gasibility of packet transmissions. That is, if, at a giviene
and can at most be active on one link. Hence, the constraigfst +, some or all of these constraints are not met, then some
in Eq. (1) must also hold under SMP; i.e., or all of the packets transmitted at timevill be unsuccessful,
whereas meeting all of these constraints does not guarantee

t
Zier, ¥ <1, YmeN,VteT. (6)  successful transmissions of all packets.
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VI. MAXIMUM MULTI-COMMODITY FLOW
LP RELAXATION CONSTRAINTS UNDERSRP

A. LP Relaxations: Flow-Level Design

SRP/Radio:ZieL’ yi <1,YmeN

There are two subtle issues with the packet-level con- o —
straints described in Section V. First, they are expressed i  ggrpmnim- (@ =Bri + Dy +Zjec; Yi =@ }w cL

integer variables. Hence, the multi-commodity flow formula (w =iy + Dy + Zjecj Yj Sw
tion described in Section IIl cannot be solved by the stashdar L+ ot it S o,
linear programming. Second, they are instantaneousate., SRP/CIM: 1+ chbf mj < Brijy, V(i 4) € C.
every time slot, there is a set of constraints that must be met i+ < Aij + g + 1,
This will increase the size of the optimization problem in
terms of the number of constraints as well as variables. TABLE Il

We want to provide LP relaxations of these constraints LP RELAXATION CONSTRAINTS UNDERSMP
to address the above two issues. As it will become clear
shortly, the relaxed constraints can be seen as necessary Y icr,, i SLVmMEN

SMP/Radio:  z; < o (4)Yis } ;
L= ' VieL
z; < ﬂ7‘(i)yi7
SMP/NiM and SMP/CiM:y; +y; < 1,V(4,5) € C

conditions on the feasibility ofaveragelink rates. Note
that, by definition, LP relaxations result in widening the
feasibility space; that is, the solutions obtained under th
average-rate (relaxed) constraints may be infeasible runde
the instantaneous-rate constraints. However, since we ar:jf“LP Formulati
to characterize the maximum achievable throughput, these utation
relaxations will only make the maximum less tight. Clearly, Let’s consider a multi-hop wireless MIMO network routing
there is a tradeoff between the quality of solutions and tfigstance that consists of a s@tof commodities, and let{
size/complexity of problems. To keep the problem simpkenote linki's data rate that belongs to commodity Note
while drawing useful conclusions, we choose to work witfhat the flow-balance constraints,
the relaxed constraints instead of the packet-level onest N fa if (i) = s(q)
we provide LP relaxations to the packet-level constraints Z 24— (11)
described in the previous section. = S ... a1 Otherwise,

Let's consider a set of time slot§ C T of cardinality I€Lc 1w
7, and for alli € L, definey; to be £ 3~ yl. For every must be satisfied for alj € Q and alli € L. By letting
(i,7) € C, let Xy = 235 Af; and pg; = + ¥ es ;- 1 if
Note thaty; represents the fraction of time $during which —Y = { yi if under SRP
link i is active;);; represents the fraction of time Biduring Citco z if under SMP or SRMP
which links ¢ and j are both active and(i) is nulling its
signal atr(j); and yu;; represents the fraction of time in

S during which linksi and j are both active ana(j) is L2 - .
suppresgsing the interferencje caused f@iy’s signal. V) Ob]eCt'V.e IS to. max!mlzngQ fq SUbject to the row-baIapce
. : : . constraints given in Egs. (11) and (12), and the radio and
For everyi € L, we also define the continuous variables . i .
1 P S 1 . interference constraints given in Table | (under SRP), &bl
2857 ) g 2 andforalili,j) € O, letfyy = 23 e 03 (under SMP), or Table Ill (under SRMP)
1 t ; i ’ )
andd;; = >, V;;. Suppose that j € L are both active
during S. Here, z; represents the average number of streams
that are active on link during S; 6,; represents the average
number of effective transmit degrees of freedom thaj In this section, we use extensive simulations to charac-
allocates to null its signal at(j); and v;; represents the terize and analyze the end-to-end throughput that multi-
average number of effective receive degrees of freedom thap wireless MIMO networks can achieve under the three
r(j) allocates to suppress the interference coming ftGin  MIMO protocols (SRP, SMP, and SRMP), and for the two
Recall that all these continuous variables aueragesover interference avoidance models (NiM and CiM). We generate
the length of the time slot s&t. Hence, the longe§ is, the random multi-hop wireless MIMO networks, each consisting
more accurate these averages are. We assumé'tisaiong of N nodes. We set the medium’s capacity, defined to be
enough for these variables to reflect accurate averages. the maximum number of bits that a node with one antenna
By using these continuous variables, one can providgan transmit in one second, to unity; = 1,V: € L), and
LP relaxations to the packet-level constraints descrilied assume that all nodes are equipped with the same number
Section V. For example, by summing both sides of Eq. (Df antennas+,, = ~,Vm € N). Nodes are uniformly
over S and interchanging summations betweeand¢, one distributed in a100m x 100m square where two nodes
can obtainZieLm y; < 1,¥Vm € N. Likewise, one can are considered neighbors if the distance between them does
obtain LP relaxations of all the packet-level (or instantaiot exceedTxRange meters. For each random network,
neous) constraints described in Section V. For convenjenseurce-destination pairs are randomly generated to f@rm
we summarize all the obtained LP relaxation constraints é@nd-to-end multi-hop commaodity flows. Each LP formulation
Table | (under SRP), Table Il (under SMP), and Table I{SRP/NiM, SRP/CiM, SMP/NiM, SMP/CiM, SRMP/NiM,
(under SRMP). and SRMP/CiM), defined in Section VI, is solved for each

(12)

for all i € L, the multi-hop wireless MIMO network
routing problem can be formulated as a standard LP whose

VII. THROUGHPUTCHARACTERIZATION



TABLE IlI
LP RELAXATION CONSTRAINTS UNDERSRMP

ZieL, y; <1,Vme N

throughput calculated as the average end-to-end throfﬁghpu
over all theQ commodity flows.

B. Throughput Characterization and Analysis under NiM

SRMP/Radio:  z; < Qi) Yis }V’i cL
zi < Br(iy¥i, We first study and analyze the network throughput behav-
(2 = Br@iy)vi + Z z; < Q, ior under NiM for each of the three MIMO protocols: SRP,
JECTUL_ SMP, and SRMP. Then, in Section VII-C, we study this same
SRMP/NiM: — Vi€ L : : T
(€ — oo yi + Z 5 <0, ﬁl?'clawor under CiM, and compare it with that observed under
iec VL) 1) Study of SRPFig. 4 shows the effect of transmission
Z z + Z O < ay(ys range (Figs. 4(a) and 4(d)), node density (Figs. 4(b) anp 4(e
teLf, lect and hop length (Figs. 4(c) and 4(f)) on the achievable
_ . throughput under SRP.
. 915 < Br(i)s . .

SRMP/CIM: Z z+ Z 15 < Brj) v(i,5) € C a) The asymptotic boundFigs. 4(a), 4(b), and 4(c)
ZELSQ lecfl show that regardless of transmission range, node density,
2= o :yf)’ and/or hop length, as the number of antennas increases, the
z; < 92] +/8r(j)(1 y])-

maximum achievable throughput first rises and then flattens
out asymptotically. This can be explained as follows. Recal
Ilihat multiple antennas increase spatial reuse by allowing

network to find the maximum achievable throughput, Amulti le simultaneous communication sessions in the same
simulations are run until the measured throughput con\serq/e b

to within 5% of real values at &8% confidence level. icinity, i.e., nodes can, fqr example, use their antenngs t
suppress the undesired signals sent by nearby transmitters

) allowing them to receive interference-free signals concur

A. Evaluation Parameters rently with nearby transmitted signals. Therefore, one may
In this work, we study the effects of the following networlkconclude that the more antennas a node has, the more
parameters on the maximum achievable network throughpagarby transmitters’ signals it can suppress, and henee, th

a) Transmission range TgRange): Recall that the higher throughput the network can achieve. Because, in a
higher the transmission range, the greater the interferengiven network, each node (e.g., receiver) has a fixed number
but also the higher the node degree. Typically, a highef interfering nodes (e.g., nearby transmitters), indreps
interference results in less throughput, while a higherenothe size of the antenna array beyond that fixed number of
degree yields more throughput. Here, we want to see if thigterfering nodes cannot increase the network throughput a
trend holds even when nodes are equipped with MIMO link&jrther since spatial reuse can no longer be increased &ven i
and if so, to what extent it does. In this study, we fixo more antennas are added. This is why we see an asymptotic
50 andQ to 25, and varyTxRange from 16m to 32m. bound on the achievable throughput under SRP.

b) Node densityNodeDensity): Like the transmission b) Effect of transmission ranges—the interference-path
range case, the higher the node density, the greater theersity tradeoff: Fig. 4(a) shows that for small numbers
node degree, and hence, the higher the throughput (providddantennas, the higher the transmission range, the less the
other network parameters are kept the same). Unlike thehievable throughput. Conversely, when there are a large
transmission range case, increasing the node density whilember of antennas, the higher the transmission range, the
keeping the same number of commodities does not, howewgneater the throughput. Also, Fig. 4(d) indicates that as
raise interference levels. In this study, we want to see hdie transmission range increases, the achievable throtighp
sensitive throughput is to node density when MIMO sizeslways decreases when each node is equipped with a sin-
are varied. Here, we fiTxRange to 30m andQ to 10, and gle antenna. In contrast, the throughput first increases and
vary NodeDensity from 0.2% to 0.5% (by varyingN from then decreases when each node is equipped with multiple
20 to 50). antennas—for each MIMO size, there exists a transmission

¢) Multi-hop length HopLength): So far, @ source- range that maximizes the achievable throughput. Note that
destination pairs are generated randomly, and hence, sothig optimal transmission range increases as the number
their hop lengths (average hop length varied betw@hfor of antennas increases. Recall that in networks with long
TxRange = 32m and8.27 for TxRange = 16m). Here, we transmission ranges, nodes are likely to have more neighbor
study the effect of hop length on the achievable throughpit/hile this provides nodes with higher path diversity, itcals
In order to mask the effects of other network parameters, \Wweovides them with more interference to combat. Hence,
consider a mesh network af = 50 nodes where each nodewhen transmission ranges are long, interference domiifates
has exactly4 neighbors. In all simulation runs, we set thenodes are only equipped with single or small-sized antenna
numberq of commodity flows ta25. We consideb different arrays which are not enough to combat the extra interference
hop lengthsi, 3, 5, 7, and9 hops. For eacHopLength, we caused by the long ranges of transmission, thereby aclgievin
generate and simulate random sets, each ébws whose less overall throughput. When the number of antennas is
lengths are alHopLength hops. large enough, nodes can, however, take advantage of the

The maximum achievable throughput, shown in each grapitreased number of paths to find better routes while effec-
presented in this section, signifies the per-commodity flotively combating the interference by using their antennas.
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Fig. 4. Maximum achievable throughput under SRP.

In this case, the throughput will be increased as mometerference in, the wireless medium than those with small
concurrent communication sessions are enabled in the samo@ multiplicity. That is, the longer the multi-hop pathkset
vicinity. This explains why for a large number of antennasnore flows a node is likely to forward traffic for, and hence,
the achievable throughput for long transmission ranges ahe more contention and interference nodes are likely tb dea
greater than those for short transmission ranges. with.

c) Effect of node density—path diversity at no interfer- 2) Study of SMPFig. 5 shows the effect of transmission
ence cost:An increase in node density typically yields pathtange (5(a) and 5(d)), node density (5(b) and 5(e)), and
diversity as it raises the number of possible end-to-enldspathop length (Figs. 5(c) and 5(f)) on the maximum achievable
If the numbemq of commodity flows is kept the same as in outhroughput under SMP. These figures indicate that regardles
case, such an increase in node density does not incur extfaransmission range, node density, and/or hop length, the
interference. When the number of antennas is smatir(2, maximum achievable throughput increases almost linearly a
see Fig. 4(b)), path diversity cannot be exploited to ineeeaa function of the number of antennas. Unlike SRP, under
network throughput. This is because even when presen®dP, the number of signals’ streams is proportional to the
with more paths to route through, nodes do not have enougtimber of antennas, and hence, so is the overall network
antennas to suppress interference at each of those neighbathroughput, thus making a linear increase in network thheug
nodes involved in their multi-path routes. This is why theut.
throughput achievable under small antennas sizes does ndtig. 5(d) shows that the achievable throughput decreases
depend on node density as shown in Fig. 4(b). When the the transmission range increases, and this holds regardl
number of antennas is large, the throughput achievable dfithe size of the antenna array. This decline in throughput
dense networks is, however, greater than that in sparse netdue to the fact that the excess of interference resulting
works due to the multi-path nature arising from higher nodeom the increase in the transmission range cannot be sup-
degrees; nodes can use their antennas to suppress imegerpressed under SMP even when nodes are equipped with many
at the nearby nodes involved in multi-path routes whild stiintennas; under SMP, all antennas are exploited to increase
exploiting path diversity to increase throughput. data rates instead of combating interference. Fig. 5(evsho

For each multiple antenna case, Fig. 4(e) shows thhtt regardless of the number of antennas, the achievable
there exists a node density beyond which the achievalblgoughput also decreases as the hop length increases. This
network throughput can no longer increase. In other words,because the increase in flows’ number of hops introduces
for a given set of commaodity flows, there is a certain nodextra interference that SMP cannot suppress, either. &nlik
density threshold beyond which network throughput canntiite transmission range and hop length cases, throughpsit doe
be increased even if nodes are provided with more pathsrtot depend on node density, given a fixed size of antenna
route through. array. This is simply because an increase in node density

d) Effect of hop length:Figs. 4(c) and 4(f) indicate does not incur extra interference.
that irrespective of the number of antennas, the larger the3) Study of SRMPFig. 6 shows the effect of transmission
hop length of end-to-end flows, the less overall netwomiange (6(a) and 6(d)), node density (6(b) and 6(e)), and
throughput. This is because multi-hop flows with high multihop length (Figs. 6(c) and 6(f)) on the maximum achiev-
plicity tend to create greater contention for, and henceemaable throughput under SRMP. First, note that the achiev-
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Fig. 6. Maximum achievable throughput under SRMP.

able throughput under SRMP increases almost linearly agde density, there exists an optimal transmission ranate th
a function of the number of antennas for all combinatiomeaximizes the achievable network throughput (see Fig. 4(d)
of transmission range, node density, and hop length. Redalt SRP, and Fig. 6(d) for SRMP). Similarly, for a given
that SRMP combines both SRP and SMP in that it increass@mmbination of a MIMO size and a transmission range, there
network throughput via spatial reuse and/or spatial muliis a certain node density threshold beyond which throughput
plexing, whichever provides more overall throughput. As @an no longer be increased (see Fig. 4(e) for SRP, and
result, when antennas can no longer be exploited to incre&sg. 6(e) for SRMP). Fig. 7 shows these optimal transmission
throughput via spatial reuse (i.e., when throughput gaineainges (Fig. 7(a)) and node densities (Fig. 7(b)) for sévera
via SRP flattens out), SRMP can still exploit the antennd4IMO sizes. Note that both the optimal transmission range
to increase network throughput further by achieving highand the optimal node density increase with the number of
antennas. Also, observe that when the number of antennas
4) Design Guidelines:There is an important and usefulis large, these optima are higher under SRP than under
trend that one can observe from the results presented in tREMP. An explanation of this trend is already provided in

data rates via spatial multiplexing.

section: For a given combination of a MIMO size and &ection VII-B.1.
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Therefore, this study can provide guidelines for nenot cooperate. When both the transmitter and the receiver
work designers to determine optimal parameters for wireeoperate as under CiM, one of them can use one of its
less MIMO networks; it can be used to determine optimantennas to avoid the interference while the other node can
transmission ranges and node densities of wireless MIM@se its antenna to avoid interference with another intiexger
equipped networks. MIMO-equipped mesh networks are ande, thereby increasing the spatial reuse.
example where this study can be very useful. For instance,
knowing the size of antenna arrays of mesh nodes, a netwétk Spatial Reuse vs. Spatial Multiplexing
designer can use this study to determine the optimal mesiVe now compare the performances of SRP and
node density (i.e., optimal number of mesh nodes) and tB&P against each other (SRMP always outperforms the
optimal transmission range (i.e., optimal transmissiongr) other two). (Here, we only show the results obtained under
that maximize the total network throughput. NiM since both NiM and CiM give similar behaviors).

Figs. 9, 10, and 11 show the throughput achievable under all

C. Throughput Characterization and Analysis Under CiM':v”MO protocols for different values of transmission ranges

Non-cooperative vs. Cooperative Interference Avoidance hode densities, and hop lengths. First, as expected, when
P ' P nodes are equipped with single antennas, the achievable

In this section, we study and characterize the optimgdroughput is identical under all protocols, regardless of
throughput that multi-hop MIMO networks can achieve underansmission ranges, node densities, and/or hop lengths.
CiM. Because the behaviors and trends of the throughputSecond, when transmission ranges are short (Fig. 9(a)) or
achievable under CiM are found similar to those achievabi®de densities are low (Fig. 10(a)), SMP achieves higher
under NiM, which we already discussed and presented rietwork throughput than that achievable under SRP. How-
Section VII-B, we focus here on providing a comparativever, when transmission ranges or node densities are high,
analysis between CiM and NiM. the exact opposite trend is observed. In fact, as the traasmi

Fig. 8 shows the maximum achievable throughput undsion range and/or the node density increase, the throughput
NiM and CiM. Note that because NiM and CiM are equivachievable under SRP increases, whereas that achievable
alent under SMP, we only show the results under SRP aodder SMP decreases. That is, in networks with high node
SRMP. From the figures, we observe that when nodes atensities or transmission ranges, most of the antennas are
equipped with single antennas, the throughput achievalgbeploited to increase throughput via spatial reuse instead
under NiM is identical to that achievable under CiM. Asf spatial multiplexing. It can then be concluded that the
expected and already discussed in Section V-A, this meargennas are first exploited to increase spatial reuse by
that cooperation does not provide more throughput wheoppressing as much interference as possible, and then the
nodes are not equipped with multiple antennas. Likewiseamaining antennas, if any left, are exploited to increasa d
one can observe that when the number of antennas is langges via spatial multiplexing.
the achievable throughput tends to be the same regardlesghe intuition behind this throughput behavior is as fol-
of whether the nodes cooperate. As explained earlier, thisvs. Recall that when the transmission ranges and/or node
is because when a node has a large number of antenmEs)sities are high, nodes’ numbers of neighbors are likely
it can combat interference by itself even in the absente be high too. This increases path diversity by providing
of cooperation among nodes. It is when the number afore paths for nodes to choose from when routing their
antennas is not large enough to suppress all interferenadfic. In these situations, while SMP cannot exploit path
that cooperation can increase throughput. When nodes doversity due to the fact that it can only use its DoFs to
operate, redundant interference suppression can be ayoidiecrease spatial multiplexing, SRP can take advantage of
thus allowing more concurrent communications. In this casthe increased number of paths to find better routes while
CiM provides greater throughput than NiM. For examplesffectively combating the interference, thus achievingreno
if a transmitter interferes with a nearby undesired reagivéhroughput. This explains why for a longer transmission
then both the transmitter and the receiver may each end namge or a higher node density, the achievable throughput
using one of its antennas to avoid interference when they donder SRP is greater than that under SMP.
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Hop lengths, on the other hand, do not affect the perfamultiple interfaces, cannot have a dedicated interfaéae per
mances of SRP and SMP vis-a-vis of each other. Fig. thannel. Their results show that the capacity of such nédsvor
shows that the throughput achievable under SMP is higlggpends on the ratio of the number of channels to the
than that achievable under SRP and remains so despite iaenber of interfaces. Alichernet al. [34] developed a
hop length. Note, however, that as the hop length increassslution for routing in multi-channel, multi-interface ngless
the throughput achievable under SMP degrades more gigesh networks that maximizes the overall throughput of
nificantly than that achievable under SRP. This is becaud® network subject to fairness and interference congsrain
greater hop lengths (i.e., longer routes) typically yieldren Along the same line, the work in [35] provides necessary
interference, which limits the throughput obtainable undeonditions for the feasibility of rate vectors in multi-aireel
SMP. wireless networks with multiple interfaces, and use them

to find upper bounds on throughput via a fast primal-dual
VIIl. RELATED WORK LP algorithm. In this work, we adapt the LP constraint

Due to its capabilities and promises, MIMO has been thelaxation technique from [35] to characterize and analyze
focus of so many researchers for many years. As a resiie maximum throughput that multi-hop wireless networks
of this research effort, the limits and capabilities of MIMQcan achieve when equipped with MIMO links.
in terms of throughput/capacity gain are now very well-
understood [13], [4], [7], [24], [25], [6], [3], [26], [27]}28],
but for the single, point-to-point, communication paraudig
The study of how much throughput/capacity MIMO can offer This paper models the interference and radio constraints
multi-hop wireless networks is, however, more recent aitid stof multi-hop wireless MIMO networks under the three pro-
in its infancy [29], [30], [31]. In [29], the authors introdad Posed MIMO protocols, SRP, SMP, and SRMP, and the two
a new communication scheme for wireless ad hoc networlsoposed interference avoidance models, NiM and CiM. An
where each MIMO-equipped node uses exactly one anterfifdimal design problem is formulated as a standard LP whose
when it transmits and uses all the antennas when it receivejective is to maximize the network throughput subject
and derived an upper bound on the average capacity thatthese constraints. By solving multiple instances of the
a single cell can achieve. In this new paradigm, a receivi@mulated problem, we were able to characterize and aealyz
uses its antennas to receive and decode multiple data strefff® maximum achievable throughput in multi-hop wireless
from multiple different senders simultaneously. Jaagéer MIMO networks. We study the effects of several network
al. [30] investigated the per-node capacity in wireless megt@rameters on the achievable throughput, and illustrate ho
MIMO networks by studying the effect of the number othese results can be used by designers to determine the
antennas that a node uses to transmit. The study, howe@@timal parameters of multi-hop wireless MIMO networks.
considers and evaluates the maximal achievable throughputhis work assumes that a transmitter/receiver must have
in a chain-like topology. The work in [31] used a similareénough degrees of freedom to null/suppress its interferenc
LP-based method to also study throughput in multi-hopntirely before it can successfully send/receive its digima
MIMO networks. It does not, however, account for crosgractice, however, a node may still be able to decode its sig-
layer couplings effects, nor does it show how the tot&lal even in the presence of some interference if the incurred
throughput behaves under different network scenarios aingerference does not make the signal to interference ratio
parameters. Unlike [31], our woi(k) accounts for cross-layer drop below a certain threshold. This relaxation may improve
effects through the modeling and use of effective degret® network throughput even further. As a future work, one
of freedom;(i4) models and studies two different interfercan evaluate the total achievable network throughput (we ar
ence avoidance approachegsji) investigates and studiescurrently investigating this problem) under such a relaxat
throughput behavior for three different MIMO protocolsgan
(iv) provides a thorough simulation-based study of end-to- REFERENCES
end throughput behavior under the effect of several network )
parameters, such as node density, transmission range, dhd E%géfglewé%zsgﬁ'hzgggforce (SPTF), Report of the Spectr
MIMO size. [2] XG Working Group. XG Vision RFC v2.0

There have also been numerous studies on throug8] R. Narasimhan, “Spatial multiplexing with transmit anba and

; i ati ; constellation selection for correlated MIMO fading chdstie IEEE
put/capacity characterization of wireless networks when Transactions on Signal Processingl. 51, no. 11, Nov. 2003,

nodes are equipped with single antennas [15], [32], [33]4] R. s. Blum, “MIMO capacity with interference, IEEE Journal on
[34], [35]. Gupta and Kumar [15] derived the asymptotic  Sel. Areas in Commvol. 21, no. 5, pp. 793-801, June 2003.

; i ; ; [5] Q. H. Spencer, A. Lee Swindlehust, and M. Haardt, “Zewmeing
capacity of multi hOp wireless networks of stafic nodes; methods for downlink spatial multiplexing in multiuser M chan-

each _equipped with a single omnidirectional antenna- The nels” IEEE Tran. on Signal Processingol. 52, no. 2, Feb. 2004
work in [32] shows that per-user throughput can increasgs] S. K. Jayaweera and H. Vincent Poor, “Capacity of muitiphtenna

dramatically when nodes are mobile rather than fixed b systems with both receiver and transmitter channel stéoenivation,”
y y IEEE Tran. on Infor. Theoryvol. 49, no. 10, Oct. 2003.

exploiting a form of multiuser diversity via packet relagin (7] 1 marzetta and B. M. Hochwald, “Capacity of mobile mple

Several other studies have also focused on characterizing antenna communication link in rayleigh flat fadinglEEE Tran. on
the capacity in multi-channel wireless networks [33], [34] _ 'nfor. Theory vol. 45, no. 1, pp. 139-157, January 1999.

351 Th Kk in 151 h b tended in [33] t It [8] J. C. Mundarath, P. Ramanathan, and B. D. Van Veen, “Asstager
[ ] € work In [ ] as been extended In [ ] 0 mult- scheme for adaptive antenna array based wireless ad hoorkstin

channel wireless networks where nodes, each equipped with multipath environment, Wireless NetworksOct. 2007.

IX. SUMMARY & FUTURE WORK



(9

[10]

[11]

[12]

(13]

[14]

[15]

[16]

(17]

(18]

[29]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32]

(33]

K. Sundaresan, R. Sivakumar, M. A. Ingram, and T-Y Charig,
fair medium access control protocol for ad-hoc networkhwiiMO
links,” in INFOCOM, 2004.

A. Nasipuri, S. Ye, J. You, and R. E. Hiromoto, “A MAC puoaiol for
mobile ad hoc networks using directional antennas, WENGC Sep.
2000.

L. Bao and J. J. Garcia-Luna-Aceves, “Transmissioredaling in ad
hoc networks with directional antennas,” MOBICOM, 2002.

R. R. Choudhury, X. Yang, R. Ramanathan, and N. H. Vaidising
directional antennas for medium access control in ad howarks,”
in MOBICOM, 2002.

T. Korakis, G. Jakllari, and L. Tassiulas, “A MAC protcfor full
exploitation of directional antennas in ad-hoc wirelessvoeks,” in
MOBIHOC, 2003.

S. Vi, Y Pei, and S. Kalyanaraman, “On the capacity inveraent of
ad hoc wireless networks using directional antennas,M®BIHOC,
2003.

P. Gupta and P. R. Kumar, “The capacity of wireless neta IEEE
Trans. on Infor. Theoryvol. 2, no. 46, pp. 388—404, March 2000.
A. U. Bhobe and P. L. Perini, “An overview of smart antartechnol-
ogy for wireless communications,” itEEE Aerospace Conference.
March 2001, vol. 2, pp. 875-883.

Y. S. Choi, P. J. Woltz, and F. A. Cassara, “On channehestion and
dectection for multicarrier signals in fast and selectiggleigh fading
channels,”IEEE Transactions on CommunicationSugust 2001.

B. Muquet and M. de Courville, “Blind and semi-blind aireel
identification methods using second order statistics foDMIF in
Proceedings of IEEE Int'| Conference Acoustics, Speech, Signal
Processing March 1999.

M. C. Necker and G. L. Stuber, “Totally blind channeliesition for
OFDM on fast varying mobile radio channeldEEE Transactions on
Wireless CommunicationSeptember 2004.

D. Gesbert, H. Bolcskei, D. Gore, and A. Paulraj, “Owdd1IMO
wireless channels: Models and performance predictitBEE Trans-
actions on Communication®ecember 2002.

J. C. Mundarath, P. Ramanathan, and B. D. Van Veen, “NHOLC:

A MAC protocol for adpative antenna array based wireless ad h

netowrks in multipath environments,” iroc. of IEEE GLOBECOM
2004.

B. Hamdaoui and P. Ramanathan, “A cross-layer admissmntrol
framework for wireless ad-hoc networks using multiple antes,”
IEEE Transactions on Wireless CommunicatioNsv. 2007.

B. Hamdaoui and P. Ramanathan, “Cross-layer optim@zantlitions
for QoS support in multi-hop wireless networks with MIMO Kiy"
IEEE Journal on Selected Areas in Communicatjdvsyy 2007.

G. J. Foschini and M. J. Gans, “On limits of wireless conmications
in a fading environment when using multiple antennasfireless
Personal Communicationol. 40, no. 6, 1998.

M. Dohler and H. Aghvami, “On the approximation of MIMO
capacity,” |IEEE Transactions on Wireless Communicationsl. 4,
no. 1, January 2005.

G. J. Foschini, D. Chizhik, M. J. Gans, C. Papadias, andAR
Valenzuela, “Analysis and performance of some basic spae-

architectures,” IEEE Journal on Selected Areas in Communicatjong

vol. 21, no. 3, April 2003.

V. Tarokh, N. Seshadri, and A. R. Calderbank, “Spaneeticodes for
high data rate wireless communication: Performance witeand code
construction,”IEEE Transactions on Information Theoryol. 40, no.
2, March 1998.

Z. Chen, J. Yuan, and B. Vucetic, “Analysis of transmiitenna
selection/maximal-ratio combining in rayleigh fading ohals,” IEEE
Transactions on Vehicular Technolqgyol. 54, no. 4, July 2005.

X. Yu, R. M. Moraes, H. Sadjadpour, and J. J. Garcia--Acaves,
“Capaicty of MIMO mobile wireless ad hoc networks,” Rroceedings
of IEEE Int'l Conf. on Wireless Networks, Communicationd &fobile
Computing 2005.

W. Jaafar, W. Ajib, and S. Tabbane, “The capaicty of MINé@sed
wireless mesh networks,” iRroceedings of IEEE ICON2007.

R. Bhatia and L. Li, “Throughput optimization of wiree mesh
networks with mimo links,” inProceedings of IEEE INFOCOMO007.
M. Grossglauser and D. N. C. Tse, “Mobility increases tapacity of
ad hoc wireless networks,JEEE/ACM Transactions on Networking
vol. 10, no. 4, pp. 477-486, August 2002.

P. Kyasanur and N. H. Vaidya, “Capacity of multi-chahmeéreless
networks: imapct of number of channels and interfaces,”"Mi@BI-
COM, 2005.

14
[34] M. Alicherry, R. Bhatia, and L. Li, “Joint channel assigent and

routing for throughput optimization in multi-channel wiges mesh
networks,” inMOBICOM, 2005.

[35] M. Kodialam and T. Nandagopal, “Characterizing theafy region
in multi-hop multi-channel wireless mesh networks,” MOBICOM,
2005.
Bechir Hamdaoui received the Diploma of Grad-
uate Engineer from the National School of En-
gineers at Tunis (BAC+6+DEA, ENIT), Tunisia,
in 1997. He also received M.S. degrees in both
PLACE Electrical & Computer Engineering (2002) and
PHOTO Computer Sciences (2004), and Ph.D. degree in
HERE Computer Engineering (2005) all from the Univer-
sity of Wisconsin at Madison.
From 1998 to 1999, he worked as a qual-
ity control and planning engineer on a power

generation plant project under the supervision of
PIRECO/FIAT Avio. He was an intern at Telcordia Technolsgiguring
the summer of 2004. In September of 2005, he joined the Read-T
Computing Research Lab at the University of Michigan at Anbdk as
a postdoctoral researcher. Since September of 2007, hedemsvith the
School of Electrical Engineering and Computer Science a&g@m State
University as an assistant professor. His research spaimisalisciplines
in the areas of computer networks and wireless communitatgystems.
His current research focus is on protocol design and deredop cross-
layer performance modeling and analysis, QoS and admissiotrol, and
opportunistic resource usage and sharing. He is presentgsociate Editor
for Hindawi Journal of Computer Systems, Networks, and Comigations.
He served as the program co-chairman of the IEEE PerCom $hezW/ire-
less Networking Workshop (2009), and the program chair ef .WCMC
WIMAX/WiBro Services and QoS Management Symposium (200%).is
a member of IEEE, IEEE Computer Society, and IEEE Commuinitsit
Society.

Kang G. Shin is the Kevin and Nancy O’Connor

Professor of Computer Science and Founding Di-
rector of the Real-Time Computing Laboratory
in the Department of Electrical Engineering and

PLACE Computer Science, The University of Michigan,
PHOTO Ann Arbor, Michigan.
HERE

His current research focuses on QoS-sensitive
networking and computing as well as on embedded
real-time OS, middleware and applications, all with
emphasis on timeliness and dependability. He has
supervised the completion of 60 PhD theses, and
authored/coauthored about 700 technical papers (more2#@uof which are
in archival journals) and numerous book chapters in thesaoéalistributed
real-time computing and control, computer networking,ltféalerant com-
puting, and intelligent manufacturing. He has co-authdjedhtly with C.

M. Krishna) a textbook “Real-Time Systems,” McGraw Hill, IR

He has received a number of best paper awards, including BB |
Communications Society William R. Bennett Prize Paper Alvar 2003,
the Best Paper Award from the IWQo0S’03 in 2003, and an Outatgn
IEEE Transactions of Automatic Control Paper Award in 198 has
also received several institutional awards, includingRlesearch Excellence
Award in 1989, Outstanding Achievement Award in 1999, Digtished
Faculty Achievement Award in 2001, and Stephen Attwood Alniar2004
from The University of Michigan; a Distinguished Alumni Awehof the
College of Engineering, Seoul National University in 20@203 IEEE RTC
Technical Achievement Award; and 2006 Ho-Am Prize in Engiirey.

He received the B.S. degree in Electronics Engineering fiseoul
National University, Seoul, Korea in 1970, and both the Ma8d Ph.D
degrees in Electrical Engineering from Cornell Universitiiaca, New York
in 1976 and 1978, respectively.




