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Abstract—We have recently witnessed a rapidly-increasing along not only time and frequency dimensions via SDRs,
demand for, and hence a shortage of, wireless network band- put also space dimension via MIMO.
width due to rapidly-growing wireless services and applictions. Wireless mesh networks (WMNSs) have also been consid-
Itis, therefore, important to develop an efficient way of utiizing . . -
this limited bandwidth resource. Fortunately, recent techno- ered as a key W'”_al_ess ne_tworklng technology for their ad-
logical advances have enabled SDRs (software-defined radjo vantages over traditional wireless networks, such as lost;c
to switch from one frequency band to another at minimum easy installation and maintenance, robustness, and ifigjiab
cost, thereby making dynamic multi-band access and sharing [g], [9], [10]. In addition to these capabilities, WMNs caiils
possible. On the other hand, recent advances in signal pros&ing o, 4t SDRs and MIMO to increase their total throughput
combined with those in antenna technology provide MIMO . . g ’
(multiple-input-multiple-output) capabilities, thereby creating thereb)_/ improving spectrum efficiency even further.. N
opportunities for enhancing the throughput of wireless net In this paper, we develop a framework that (1) identifies
works. Both SDRs and MIMO together enable next-generation the limits and potential of SDRs and MIMO technologies in
wireless networks, such as mesh networks, to support dynami terms of the total throughput that they can provide to WMNSs,

and adaptive bandwidth sharing along time, frequency, and : i S S
space. In this paper, we develop a new framework that (1) and (2) derives guidelines for designing and optimizingtimul

identifies the limits and potential of SDRs and MIMO in terms ~ 0@nd-capable, multi-antenna-equipped WMNs. While SDRs
of achievable network throughput, and (2) provides guideiies are used to enable WMNs with dynamic and adaptive multi-

for designers to determine the optimal parameters of wireles band access, MIMO systems are used to increase the spatial
mesh networks equipped with multi-band and multi-antenna  reyse of spectrum, and hence, the total network throughput.
capabilities. It is important to note that, although MIMO can be exploited
Index Terms— Maximum throughput, multi-antenna systems, to increase the overall network throughput via not only
multi-band access, network modeling and design, wireless esh spatial reuse but also spatial multiplexing, we will focus o
NEIWOrks. MIMO’s spatial reuse capabilities, leaving the problem of
exploiting MIMO to increase network throughput via spatial
l. INTRODUCTION multiplexing as our future work.
The rest of the paper is organized as follows. Section Il
The rapidly-growing popularity of wireless technology hagjscusses the related work, putting our work in a compar-
recently generated an explosive demand for wireless n&twefive perspective. Section 11l illustrates how spatial seu
bandwidth. The bandwidth supply, on the other hand, h@gn be increased with MIMO. Section IV describes the
not kept up with this fast-growing demand. This expectegetwork model, states our objective, and outlines the pro-
shortage of bandwidth has prompted both industry [1], [2hosed approach. Section V models the radio and interference
[3] and government [4], [5] to explore new ways of efficientlyonstraints. In Section VI, we formulate the WMN routing
using this limited resource. problem, and propose a fast solution algorithm. Section VIl
Fortunately, recent advances in radio technologies hagentifies the maximum achievable throughput in WMNs and

made it possible to realize SDRs (Software-Defined Radiagdrives design guidelines. We finally conclude the paper in
that, unlike traditional radios, can switch from one fregeye Section 1X.

band to another at no or little cost, thereby enabling dy-
namic and adaptive multi-band access and sharing. SDRs
are considered as a key next-generation wireless technol-
ogy to improve bandwidth utilization. On the other hand, The apparent promise of SDRs has prompted researchers to
recent advances in signal processing combined with thasénk of ways of using them to enhance spectrum efficiency.
in antenna technology empowered wireless networks wils a result, there have recently been numerous publications
MIMO (Multiple-Input Multiple-Output) or multi-antenna addressing SDR-related challenges [11], [12], [13], [115],
capabilities, thereby creating potential for network tigb- [16]. Most of these papers aim to improve spectrum efficiency
put enhancements via spatial reuse [6] and/or spatial mulilong time and frequency dimensions \if) adaptive and
plexing [7]. Therefore, SDR and MIMO complement eacllynamic multi-band accesq2) spectrum sharing among
other to form a complete means of enabling next-generatidifferent users; and3) coordination among different users
wireless networks with opportunistic bandwidth utilizati for better spectrum utilization. Several researchers lads@
attempted to characterize throughput/capacity of wireles
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......................... omnidirectional antennas, thetis transmission will interfere
with D’s reception. Hencel) will not be able to successfully
; v , , v , ‘ ~ receive its intended signal fror¥. Here we illustrate how

y(t) 0 %0) X() multi-antenna systems can be exploited to allow for mutipl
simultaneous transmissions in the same neighborhood. That

(b)) (b) (a) (=) (@) (%) @ (=) is, we will show that with two or more antennab), can
A A

successfully receive its desired signal frarhconcurrently
with A’s undesired transmission. For illustration purposes,
we assume that each node is equipped Witintennas.

In order to communicate withB, node A uses its two
Fig. 1. Realizing spatial reuse via multi-antenna systems. antennas to send two weighted copies of its sigria). Let
a1x(t) andasz(t) denote the copies sent on antenna 1 and
antenna 2, respectively; we referde= [a; a2]’ as noded’s
nsmission vector (see Fig. 1). The receiveB constructs
desired signal by first weighing the two received signals
h its reception vectob = [b; b3]” and then summing
them up to generatg(t). Let H,; denote the matrix of
tHannel coefficients between the transmitterand the re-
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nodes, each equipped with a single omnidirectional anten
The work in [18] shows that per-user throughput can increaﬁg
dramatically when nodes are mobile rather than fixed Wit
exploiting a form of multiuser diversity via packet relagin

Several other studies have also focused on characteriz

the capacity in multi-channel wireless networks [13], [19]._. : T

[20], [21]. The work in [17] has been extended in [13] tc]feet'\frB[’clﬂlj]nT il \fZTtZJQ(]tT) deﬁiteH :él)sl[))zax(:(t?\)/éll;/lor\:(\gde
multi-channel wireless networks where nodes, each eqdipp@,s transmission and nod®’s reception vectors. Because
with multiple interfaces, cannot have a dedicated imﬁfaﬁodeD is within the transmission ranges of both and
per channel. Their results show that the capacity of sug?

. , its received signaly/(¢) can be expressed t) =
networks depends on the ratio of the number of chann?csTH ) (1) + ?aTI%(jd)m(ﬁ) WheFeH 4 aarufj(lzl }
. . c, a, ’ c, a,
o the numb_er of mterfacgs. AI'C.heW al. [19].(.jevel— are the channel coefficient matrices between nbdand its
oped a solution for routing in multi-channel, multi-intace

irel h networks that - th Il net irpmediate neighbor€’ and A, respectively. Knowindd, 4,
WIreless mes T‘e or S. a maX|m|.zes € overall né W.OEri, H. 4, andc, nodeD can choose its reception vecidrso
throughput subject to fairness and interference constrai X

. X . that it may receivg1) a unit gain signal from its intended
The authors in [20], [21] derived necessary and Sumc'eﬂ%\nsmitte{C by eerﬁszjring tha?t(cTH,gdd) — 1, and(2) a
conditions for the feasibility of rate vectors in multi-tihn o .

A : zero gain signal from the undesired transmitieloy ensurin
multi-radio/interface WMNSs, and used them to find UPPel, ot (gTH dgd) — 0. Hence. with multi—antenn:)a/ systemg a

bflg.]ds on the achdlevatbhle t?hroughhputi U?“ke If[.hﬁse preV'I?HSde can receive an interference-free signal from its ddsir
studies, we consider the throughput of muiti-hop, mu Yransmitterconcurrently with nearby undesired transmitted

channel networks, also equipped with MIMO links. ; s
. . . : signals. It is important to note that for the sake of keepirg t
For their potential benefits, MIMO or multi-antenna sys- g P b

¢ h | ttracted iderable attenti el lllustration simple and focused, the analysis providechis t
ems have aiso atlracted considerablie attention, YICItRg g qtjq, intentionally assumes th{a) the matrices of channel
merous proposals of MIMO-based techniques for single-ba gi

_ >-PaRGefficients are all of full-rank, and2) there is no power
\éwre_les_s n?vlt\xtérks [?]' [7|]’ ![ﬁZ]t [23]|' I_\t/l(t)st%fthefs_f C?nl\sjl)lf\/l oIimitation. In fact, if one or both of these two assumptions

esigning protocols that exploit the benetis o are relaxedD may still not be able to receive an interference-
to enhance the network capacity [6], increase the data

; ra{pese desired signal even if it is equipped with 2 antennas.
[7]. and/or reduce energy consumption [22]. In [23], WS he effect of physical limitations, such as power and channe

derived a framework that characterizes the total achievabl) i ionts is addressed in Section IV-A

throughput in multi-antenna-equipped WMNs when they areI lti-ant ; b loited b
allowed to communicate on single-band only. Howeverglittl n summary, muiti-antenna systems can be exploited by

has been done on how to exploit a combination of SDFErsansmitters to null their signals at undesired nearbyivecg

and MIMO to enhance spectrum efficiency along all thre\ghlle ensuring acceptable signal gains at their desired re-

dimensions of time, frequency, and space. We adapt the pgivers. Likewise, receivers can exploit their multi-amta

constraint relaxation technique from [20] to characte&nd Systems to suppress the interferences caused by the euiesir

analyze the maximum achievable throughput that multi—hogi?arby transmitters while successfully receiving thesicel

multi-band wireless networks can achieve when they are al gnals. Multl-antenna systems can t.hus "’?”OW multlplgﬁ_irp
equipped with MIMO links taneous interference-free transmissions in the sameityicin

thereby potentially enhancing network throughput. This is

[1l. SPATIAL REUSE known asspatial reuse.

Consider the example WMN in Fig. 1 that consists of four
nodes, A, B, C, and D. Assume that there are only two
concurrent transmissionst — B andC — D. As depicted IV. PROBLEM STATEMENT
in the figure,A’s transmitted signal is assumed to reach not
only the desired receiveB, but also the undesired receiver We now describe the system model, state our objective,
D. First, note that if the nodes are equipped with singlend outline the proposed approach to achieve the objective.
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A. Effective Degrees of Freedom (DoF) @

The degree of realizing spatial reuse benefits offered
multi-antenna systems is contingent on physical limitatio
such as a node’s transmission/reception power, multi:path

and channel coefficient es_timation errors. For instanq:}, SWiewed asw's number of received streams plus the maximum
posem andn are two neighbor nodes, equipped with apymper of streams (those transmitted withiis reception
antenna array of size,, and,, respectively, andn wants range) that, can suppress.
to transmit data ta. Assume that there ate communication  There are two approaches that nodes can use to sup-
streams currently being received by nodes located with  press/null interference through the exploitation of thefir
transmission range, and communication streams currentlyfective DoFs: non-cooperative and cooperative. The former
being transmitted by nodes located withirls reception yequires thati) new transmitters be responsible for nulling
range. Due to physical limitations, the numberof nearby their signals at all nearby interfering receivers priorrans-
received streams that node can prevent its signal, beingmitting their signals, anii) new receivers be responsible for
sent ton, from reaching is (1) not proportional to, and (2syppressing the interference caused by all nearby tratesmit
likely to be less than its actual number of antennas[24].  prior to receiving their desired signals. That is, befoemg-
The numbert,,, = (¢ + 1) is referred to asn’'s effective pjtting its signal, a transmitter must ensure that it hasigho
transmit DoF (1 corresponds to the communication streafective transmit DoFs to transmit the signal without ¢ags
from m to n). For similar reasons, the numb@s = (¥ +1)  interference to any of its nearby receivers. Likewise, piio
of possible concurrent streams iris vicinity, referred 10 yeceiving signals, a receiver must ensure that it has enough
asn’s effective receive DOF, is (1) not proportional to, and effective receive DoFs to be able to suppress the interéeren
(2) also likely to be less than's total number of antennas caysed by all nearby transmitters while receiving its @esir
T, [24]. signals without interference. Referring to the topologyegi

In [25], we derived a table-driven statistical method thag Fig. 2 as an example (node 2 sends to node 4, and node 1
allows each transmitter. and each receivet to determine gends to node 3), under the non-cooperative approach, node
0m and v, given the network’s physical constraints. We1 must then be able to suppress node 1's signal prior to
assume that nodes use this method to determine their Gﬁecﬂeceiving node 2’s signal, and node 1 must be able to null
transmit and receive DoFs. For completeness, we brieft¥ signal at node 4 prior to transmitting a signal to node 3.
describe this method (its details can be found in [25]). AS The cooperative approach, on the other hand, requires that
shown in [25],0,, depends or{1) the transmitter's level of gjiher the transmitter or the receiver (but not necesshuiti)
available powerP,,, (2) the error variance associated Withye responsible for interference avoidance. For examplenwh
the channel-estimation methed;, and (3) the receivem’s  referring to the same example of Fig. 2, the cooperative
number of neighbors;(n). The method consists of dividing approach requires that either node 4 suppress node 1'd,signa
Py, into three levels: LOW, MEDIUM, and HIGHy %, into  or node 1 null its signal at node 4. Note that it suffices for
three categories: ERRONEOUS, GOOD, and PERFECT; aRdde 4 to suppress node 1's signal, or for node 1 to null
k(n) into three types: DENSE, AVERAGE, and SPARSEjs signal at node 4 to have two successful transmissions.
Each transmitter maintains a three-dimensional table,s&horhys  one DoF can be saved/used for suppressing/nulling
entries can be computed off-line using equations derivggher signals. Clearly, the cooperative approach allows fo
in [25], that can be indexed by the three parametéls, more concurrent communication streams. It is, however,
o, and k(n), to determinef,,. The idea here is that, more complex and incurs more overhead due to cooperation.
by monitoring P, 0%, and x(n), m can use its table t0 The non-cooperative approach, on the other hand, is more

determine its effective transmit DoFs in real-time. A reeei conservative, but less complex. In this paper, we assume the
applies a similar method to determine its effective receiygyn-cooperative approach.

DoFs.

Note that we use th_ese effective transmit and receive DoE:s, Network Model
as a means of modeling the cross-layer effects of the nodes . o _
and network’s physical limitations on the transmission and We @ssume that the radio spectrum is divided into multiple
reception capabilities of multi-antenna systems—theywrap NOn-overlapping bands, anl is the set of these spectrum
the effects of the nodes’ power availability, the multipatP@nds. A WMN is modeled as a directed gragh= (N, L)

nature of a wireless environment, and the coefficients of*4th 2 finite nonempty sev of nodes and a finite seft of
wireless channel [24]. wireless data linksL is the set of all ordered pai(sn, n) of

distinct nodes inV such thatr is within m’s transmission
range. Ifi = (m,n) € L, thenm andn are referred to as the
transmittert(7) and the receiver(:) of link ¢, respectively. A
A transmitterm’s effective transmit DoFs can be vieweddata link: is said to beactive if ¢(i) is currently transmitting
as m’s number of transmitted streams plus the maximunoe r(i); otherwise; is said to beanactive. For everym € N,
number of streams that: can prevent its signal fromlet L} = {i € L : t(i) = m}, L, = {i € L : (i) =
reaching, i.e., those streams that are received withis m}, andL,, = L} U L, . We assume that each nodeis

transmission range, and hence, interfere with transmitted equipped with an antenna array of, elements, and l&t,,
signal. Similarly, a receiven’s effective receive DoFs can beand 1,, denote the effective transmit and receive DoFs of

lb-% 2. lllustrative topology

B. Cooperative vs. Non-Cooperative



N . . 4 .
m. For every(i, k) € L x K, let ¢;;—which is assumed to can use the end-results of this study to determine the optima
be time-invariant—denote the maximum number of bits thattwork parameters, such as transmission powers and node
link 4 can support in 1 second if communicated on spectrudensities, that maximize the overall achievable througbpu

bandk. a WMN.
Let C denote the set of all distinct ordered pafisj) €
L x L such that(1) ¢ andj do not share any node between V. NETWORK CONSTRAINTS

them and(2) the transmission on link interferes with | s section, we describe and model the radio and inter-
the reception on linkj when communicated on the samqyance constraints on the multi-band, multi-antenna WMN,
;pectrum band. Note that, ;) € C does not Eecessar”ydescribed in Section IV. For everly,k,t) € L x K x T,
imply that (j, i) € C. For every linki € L, let Ci" = {j € |ors define the binary variablg!, to be1 if link i is active

L: (i,j) € O} denote the set of all links whose receivery, shectrum bané during time slott, and0 otherwise.
interfere with the transmission o andC;” = {j € L :

(4,4) € C} denote the set of all links whose transmitters .
interfere with the reception on A. Packet-Level Congtraints

We assume that a node can either transmit or receive, bufl) Radio Constraints: We assume that a link can be active
not both, at any time. We also assume that each link can @& at most one spectrum band at any given time slot, i.e.,
active on at most one band at a time. A link can, howeveY, . ¥, < 1,Vi € L,Vt € T. Due to radio constraints, we
be active on two different bands during two different tim@lso assume that a node can either transmit or receive, but
slots. We consider the TDMA scheme to share the wirelegst both, at any time slot, i.eVi € L,Vk € K,
medium. Time is then divided into time slots of an equal ¢ ot ¢ ot
length. LetT = {1,2,...} denote the set of these time ZjGL&w Yy = M1 =) andeEL% Y < M1 =),
slots. The thrOUghpUt achievable under TDMA will then b@/hereM — |L| is an integer |arger than the maximum
viewed as an upper bound on those achievable under othgmber of active links at any time Let us consider the
multiple access methods such as CDMA and CSMA/CA. fist set of constraints (left inequalities) for illustrati. For
is important to reiterate that our goal is to characterize thy given flow, this set ensures that if the transmittef)
maximum achievable network throughput. That is, how 1gf flow i is transmitting (i.e., flow: is active) at timet

achieve this maximum throughput is of no relevance to ogh bandk, then t(i) cannot be the receiver of any flow
work, and so are the details regarding the TDMA scheme, |n equation terms, iy, = 1 (i.e., flow i is active at

such as time synchronization and overhead. time ¢ on bandk), then",_, - yj,k < 0 (i.e., none of the
t(i)
flows j whose receiver ig(i) can be active, meaning that
D. Objective and Approach t(i) cannot be receiving while transmitting). Now, if flow

: . i_js not active (i.e.y!, = 0), then the constraints must be
First, we characterize and analyze the throughput thr"’lel'laxed, i.e., there should be no constraints. Indeed, when

WMNs can achieve when they afe) equipped with multiple . :
S . b= ooyl <
antennas an(R) capable of communicating on multiple specylk 0, the constraints becomEjeLW) Ype < M, and by

trum bands. We begin with the development of a model thggtting M = |L|, such inequalities become constraint-free.
captures the radio and interference constraints on mattdp Likewise, the right set of inequalities ensures that when a
capable, multi-antenna-equipped WMNs. We then formulaf@de is receiving at a given time slot, it cannot be transmgjtt
the WMN routing problem as a standard multi-commodit§uring that same time slot.

instance, consisting of a sé& of end-to-end flows where Recall that with multi-antenna systems, a n_ode uses one
each flowg € @ is characterized with a source-destinatioR?©F (degree of freedom) to transmit or receive a desired
pair s(¢),d(q) € N, and a non-negative ratg. The WMN s!gnal while using the other I_DoEs to allqw for_ multiple
routing problem is then written as a packing LP whosdimultaneous nearby communication sessions, e, €
objective is to maximize the sum of all flow$., ., f,, N.VE € KVEeT, ) jep- yi <l andy o e yjy < 1.
subject to network constraints that we describe and modelA Of the above constraints can be equivalently written as

Section V. The sum}_ ., f, will be used to signify the max- Sk Sier v <1, VmeNVteT 1)
imum achievable throughput under a multi-commaodity flow "
f. We also propose a fast algorithm that findgla— ¢)—2- 2) Interference Constraints. We now describe and model

approximation to the multi-commodity flow optimal solutiorthe interference constraints. Recall that each receivest mu
(in minimizing the running time) that depends polynomialljpave enough effective receive DoF that enable it to combat
one~!. The input parameter can be appropriately fixed sothe interference caused by all nearby transmitters prior to
that a solution with acceptable quality can be obtained fgceiving its desired signal at any time slot, i¥. € L, Vk €
polynomial time. By solving many instances, we can thek,Vt € T,
identify the maximum throughput these WMNSs can achieve. 9 t ¢

Second, based on the thus-obtained results and analysis of (M=o + Dy 2 jecr Y < M @
the achievable throughput, we derive guidelines for deés@gn where againM = |L|. If y{, = 1 (i.e., ¢ is active), then
multi-band, multi-antenna WMNs. We first study the effectthe above constraints ensure that the total number of active
of transmission ranges and node degrees on the maximlimks, interfering with the reception on link on spectrum
achievable throughput. We then demonstrate how designband k, does not exceed what noaéi)’s effective receive
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DoF could handle; otherwise (g,fﬁk = 0), the constraints are When applying the same technique to the interference con-
relaxed sincé is not active, and hence, no interference needgraints, given by Eqgs. (2) and (3), one can obtain the

to be suppressed. following LP-relaxed interference constraints.

Likewise, transmitters must also be responsible for ngllin

- ) ; ! : — Y, i o pie <
their signals at all nearby receivers. That is, prior to $rais- (M =0y + Dpik + D jecr pin < M (5)
sion at any slot time, a transmitter must have enough efiecti (M = 0:(i) + Dpir + Zjecj pik < M

transmit DoF so that it can prevent its signal from causiq%r all (i,k) e L x K
interference to any nearby receivers. Hendee L,Vk € ’ '

KvteT, VI. MAXIMUM MuULTI-COMMODITY FLOW

(M = Oy5) + Dy + X ject Yin < M. (3) In this section, we first formulate the end-to-end multi-
Again, the above constraints ensure that the maximum nufmmodity flow routing problem as a standard packing LP,
ber of active links that interfere with the transmission of"d then propose a fast solution algorithm for it.

link ¢ does not exceed what nodg) can null, i.e., no more
than 6,;) can be concurrently active at time sloton the A. Packing LP

same spectrum bandwhen (i) is active. However, if(i)  |et's consider a multi-band, multi-antenna WMN routing

iS not transmitting, then the constraints should be relasd instance that consists of a ﬁtof commodities. For every

expressed by the inequality viel. q € Q, let P, denote the set of all possible paths betwen
andd(q)—a possible path P, is a sequence of (link,band)

B. Flow-Level Constraints pairs betweens(q) andd(q). By letting =, denote the rate

Note that the packet-level constraints, described in Se¥-a pathp, one can write
tion V-A, are (1) not linear (expressed in binary variables) 1
and (2) instantaneous (expressed on a packet-by-packet ba- Pik = - Z Z Tp

ik .
sis). While the non-linearity feature prevents the use of 1€Q pEPy:p3(isk)

standard LP methods to solve our multi-commodity routinfpr all (i, k) € L x K. Now, by replacing;;, with the above
problem, the packet-level granularity increases the sizeeo expression in both the radio and interference constraints
problem in terms of both number of equations and number Bfs. (4) and (5), the multi-commodity flow routing problem
variables. These two features render the problem too compian be formulated as a standard packing LP as shown in
to solve. Table 1.

To reduce the complexity of the problem, we propose
to LP-relax the packet-level constraint;. As it will bec_omg_ An Algorithm for Solving the Packing LP
clear shortly, the LP-relaxed constraints can be viewed
as necessary conditions on feasibility of theerage link
rates. It is important to recall that LP relaxations resalt i
widening the feasibility space, i.e., the solutions olgdin
under the average rate (relaxed) constraints may be ibleas
under the instantaneous rate constraints. However, siece
seek to characterize the maximum throughput, these rel
ations will only make the maximum less tight. There is
clear tradeoff between the solution-quality and the pnaoble
size/complexity. To keep the problem simple while drawing
useful conclusions, we use the LP-relaxed constraintsaaist

Let's consider a set of time slotS C T of cardinality
T =5|, and define a continuous variahig, to be

We now propose a fast approximation algorithm for solv-

ing the packing LP. The idea is as follows. Instead of finding a

solution to the packing LP problem, we propose an algorithm

hat finds a solution to its dual. The dual of the packing

{V\I/D is shown in Table II, and consists of finding weight
signmentsu(m), v(i, k), and w(i, k) Ym € N and for

all pairs (i,k) € L x K such that the sum of all weights is

minimized while ensuring the shortest weighted path to be

reater than unity. In matrix notation, the packing LP asd it

ual can, respectively, be written asx{a’z : Ar < b,z >

0} andmin{b?z : ATz > a,z > 0} wherea® = [1,1,...,1]

is a vector of lengthr = 3°__ [P,[, b7 =[1,1,...,1] isa

vector of lengthv = |[N|+2 x |K|, and A is aw x o matrix

Pik = %Ztes yh, VieLVkeK. whose positive elements can be extracted from Table | or

Note thatp,; represents the fraction of time i during Tagljr”.ro osed approximation alaorithm for solving the
which link i is active on band. Recall that this continuous Ir proposed app 9 . 9
variable is averaged over the length of the time slot Setpacklng LP is given in Table Ill. The algorithm follows from

S. Hence, the longess is, the more accurate this averag%1e work in [26]. Lete be a fixed positive number and=

becomes. Throughout the rest of this paper, we assume cl)aglegv[g ;tes)w;r:; trIe hne ?l)gccggggnitzt%?i\s/e?ﬁ Fg’::csrﬁm
the length ofS is long enough for these variables to reflec gnis, P Y.

; . . : a length function Z : L x K — R*, which assigns each

accurate averages. By using this continuous variable, one” ~ . )

can provide LP relaxations to the packet-level constrairt&" (i, k) the vaIueZ(z,k) (see Table_t lll for the expression
oﬁZ(z’, k)), is determined. The algorithm then computes the
shortest weighted path among all paisgq), d(q)), Vq € Q,

where a path between a (source,destination) pdif), d(q)),

is a set of (link,band) pairs that connect the source to its

Y okex 2icr, Pik <1, VmeN. (4) destination. A flow is then routed via this shortest path. The

described in V-A. For example, by summing both sides
Eqg. (1) overS and interchanging summations betweeand
t, one can obtain

O



TABLE |

PRIMAL PACKING LP PROBLEM

Maximize Z Z xp subject to:
qEQ pEPy
> p
Z Z qGQ pEPq p3(4,k) S 17 Vme N
1€Lm kEK
> cQ Zpqu:pB(i,k) Zp quQ ZpGPq:pB(j,k) Zp )
(M — 0,y +1)—2 + <1, V(,k)eLxK
i) + 1) Mens Z Mey, (4, k)
ject
€Q Zpqu:pa(i,k) Tp D geq Zpqu:pa(j,k) Tp 4
(M — 9y + 1) =2 + <1, V(,k)eLxK
T(Z) Mcik Z MC]'k
jec;
zp >0, VpeEP;,VqeQ
TABLE Il

DUAL PACKING LP PROBLEM

Minimize Z u(m) +

meN

Z v(i k) +

(i,k)ELX K (i,k)eLXK

wt@) | wlr@) (M- L NS 0GR

2.

Z w(i, k) subject to:

M 719,«(1') +1

i, k
wik)+ 3 YBE Sy vep,veeq

Cik Mcik M(,‘]'k

ject

Mcik MCjk
jGC;

u(m),v(i, k), w(i, k) >0,YVm € N,Vi € L,Vk € K

rate of this flow is chosen such that the minimum capacity
edge belonging to the shortest path is saturated; the ¢gpaci

TABLE Il
APPROXIMATION ALGORITHM

of an edgee belonging to the shortest pathis A(e, p).
The weights of (link,band) pairs belonging to this path are
increased as a result of this flow. The algorithm terminateg
when the sum of all weights is greater than or equal to unity.
Given e > 0, the proposed algorithm finds @ — ¢)~2-
approximation to the multi-commaodity flow optimal solution
in running time that depends polynomially aat!. The
input parametere can be appropriately chosen so that a
solution with acceptable quality is obtainable in polynami
time (trading off some precision for faster execution). The
following theorem states the tradeoff between the solution
accuracy and the running time of the algorithm. The proof
follows from [26].
Theorem 1. For any fixed ¢,0 < ¢ < 1, the proposed
algorithm, shown in Table Ill, finds a throughput solution
7} to the packing LP, described in Table I, thafl) satisfies
(1 —¢€)?n* <% < n* wheren* is the optimal solution, and

(2) completes inw[tlogi;w] x T where T is the time
needed to compute the shortest path.

VII.

In this section, we first identify and analyze the max-
imum achievable throughput of multi-band, multi-antenna

E VALUATION

Initialize:

u(m) = v(i,

While (ZmEN u(m) + Z(i,k)GLXK (i, k) +w(i, k)] < 1)
e Assign each paifi, k) € L x K the numberZ(i, k) =

w00 1 o) L Mot gy L5 S

Cik Cik
M—9,.;y+1
e w(i, k) + Zjec ﬁ]cﬁ)-
e Find the shortest weighted pagth* among all paths
betweens(g) andd(q) for all ¢ € Q. Let!* andn* be
the sets of all(¢, k) and all nodes forming*.

o Write the expressiori(i’k)el* Z(i,k) in the form
ZmEn* Amu(m) + Z(i,k)el* [Mikv(iv k) + Vikw(iv k)}
Let r* = maXmen*,(i,k)Ep* {>\m7u‘ik7 Vik}'

e Assign:

u(m) — u(m)( ),Vm € n*
v(i, k) «— v(i, k)(1 + 6—"-A-) v(i, k) € p*
w(i, k) «— w(z E)(1 4 eZi),V(i, k) € p*
f—f+=
EndWhile
Compute approximated throughput:=

k) = w(i, k) = 5,¥m € N, V(i,k) € L x K

>\m

fe
1+log14ew

WMNSss by using the proposed algorithm for many randomly- It is important to recall that our goal is to evaluate and
generated network instances. We then show how the thigentify MIMO’s potential in terms of its spatial reusect
obtained results and analysis can be used by designersmultiplexing) capabilities. Hence, throughput behaviansl
determine the optimal parameters that maximize the overafialysis presented in this section are a consequence @lspat
throughput of WMNs. reuse only.



are capable of increasing the network throughput by alléwin
multiple communications to occur simultaneously in the
same vicinity. For instance, multi-antenna-equipped sode
can use their antennas to suppress undesired signals sent by
nearby transmitters, allowing them to receive interfeeenc
free signals concurrently with nearby transmitted signals
Likewise, multi-band-capable nodes can choose and switch t
idle spectrum bands, also allowing them to avoid interfeeen

o with nearby signals. Intuitively, it can then be concludesitt

S, the more antennas and/or spectrum bands a node can use, the
. 25 . ] H
Ny 9 s 2 more nearby transmitters’ signals can be nulled, and hence,
6 . .
e $ s ey o gand® the higher the achievable network throughput. However,

en, 1 . .
s ! because nodes of a given network have a fixed number of
interfering nodes, increasing the number of antennas and/o

Maximum
Normalized Throughput

Fig. 3. The maximum throughputN| = 50, |Q| = 25, d = 16m. bands beyond that of a node’s fixed number of interfering
_ nodes can no longer increase the throughput of the network.
A. Parameter Setting This explains the asymptotic upper bound on the maximum

We randomly generate WMNSs, each consisting |[8f] throughput as a function of the number of antennas and/or
nodes, each of which is equipped with an antenna arrbgnds.
of = elements. Nodes are uniformally distributed in a cell Another point to note is that for a high number of an-
of size 100m x 100m, where two nodes are consideredennas (bands), the maximum achievable throughput remains
neighbors if the distance between them does not exdeedinchanged regardless of the number of bands (antennas). Thi
m (i.e., communication range). We assume that = 1 is because when the number of antennas is large enough, all
for all (i,k) € L x K. For each random WMN/Q| sessions can be active at the same time even when each of
(source,destination) pairs are randomly generated to f@m them is allowed to communicate on one band only. Likewise,
multi-commaodity flows. when the number of bands is large, multiple sessions can also

Our proposed approximation algorithm is solved for eadie running concurrently, each on a separate band even when
WMN to find the maximum achievable throughput by theach node is equipped with a single antenna system.
|Q| commodity flows. The approximation parameteris In summary, given a WMN (i.e., defined by its node
set t0 0.05. Hence, the approximated solutions, computedegree, connectivity, transmission range, etc.) and gilien
using the approximation algorithm, are found to be withinumber of bands that nodes are allowed to communicate on,
10% of their exact values. All data points in all figureghere is an optimal number of antennas beyond which multi-
represent averages over all of the generated WMNS. For evetyg antennas can no longer increase the network throughput.
simulation scenario, we keep generating graphs and solvinigewise, given a WMN and a number of antennas, there
them until the measured average throughput convergesidgaan optimal number of spectrum bands beyond which the
within 5% of its real value at @8% confidence interval. network throughput can no longer be increased with addi-
This means that with probabilit9.98, the plotted/measuredtional bands. Next, we will show how sensitive such optimal
average throughput for each simulation scenario fallsiwithnumbers are to network parameters, such as transmission
5% of the real/unknown average throughput. range and node degree.

B. Asymptotic Throughput Behavior C. Effects of Transmission Range/Power

Fig. 3 shows the_ maximum achievable normalized We now study the effects of the transmission range on
throughput as a function of the number of antennas andig, ayimum achievable throughput of multi-band, multi-

first rises and. then flattens out asymptotically. Let’s, fo&e ree. While a higher node degree usually yields a more
example, consider the case when the number of bands CqY¥vork throughput, more interference results in a lesser

L. Augmen_ting the number of antennas frdnio 6 increases throughput. We would then like to study the extent to which,
the normalized network throughput by a factor5of (from if any, such a trend holds when WMNs are both multi-band-
1 to 5.6), whereas augmenting it fror to 12 increases capable and multi-antenna-equipped

the network throughput by only a factor of approximately Fig. 4 shows the maximum achievable throughput as a

.1'1 (from 5.6 to 6.7); the normalized network throughputfunction of both the transmission range and the number of
is bounded by a factor of as the number of antennas

increases. A similar behavior is observed when the numkz ectrum bands when the number of antennas is 1 (Fig. 4(a)),
) Fig. 4 12 (Fig. 4(c)). Th h hi bsetti
of bands is increased frointo 25 while fixing the number of { '9. 4(b)), and 12 (Fig. 4(c)). Throughout this subsagio

; Recall that multiole bands and itile argen V¢ set the number of node#’| to 50 and the number of
antennas. Recall that multiple bands and/or muttiple arsn multi-commodity flows|Q| to 25, and vary the transmission

INormalized w.rt. the achievable throughput when nodes eaeh 'anged from 16m to 32m, the number of bands from
equipped with one antenna and allowed to use one spectruch dydan to 25, and the number of antennas frainto 12. There are



two important and useful trends to observe from the obtained
results as discussed next.

1) Transmission Range/Power Optimality: Note that ir-
respective of the number of bands and/or the number
antennas, as the transmission range increases, the ov
throughput keeps increasing until it reaches an optimaleva
after which it starts decreasing. In other words, for ea
combination of the number of bands and the number
antennas, there is an optimal transmission range at wh
the overall network throughput is maximized. Recall that tl
longer a node’s transmission range, the more neighbors
node is likely to have. While a longer transmission range ¢
ables nodes to have more paths to route their traffic throu 0
it also generates more interference for them to comb
On the other hand, shorter transmission ranges yield les
interference, but also lesser path diversity. Therefotegmw
the transmission range is too short, although the result
interference is relatively low, it is the lack of path divieys
that limits the achievable throughput of WMNSs despite their (a) Number of antennas- 1
multi-band and multi-antenna capabilities. On the otherdha
when the transmission ranges are too long, the interferenc
dominates, thereby limiting the throughput. In this cabke, t
multi-band and multi-antenna capabilities are not sufficie
enough to suppress the extra interference caused by the lor
reach of transmitted signals.

When the transmission ranges are appropriately chose
(neither too short nor too long), nodes can take advantage ¢
the increased number of paths to find better routes while ef
fectively combating the interference by using their mbkird
and multi-antenna capabilities. In such a case, the thiowigh
will be increased as more concurrent communication session
are enabled in the same vicinity. This explains the convey
behavior of the throughput as a function of the transmissior
range.

2) Transmission Range/Power Sensitivity: For any given
number of antennas, the results show that the optimal trans
mission range at which the overall network throughput :%
maximized keeps increasing as the number of spectrum bands
increases. For example, when the number of antennas i
(Fig. 4(b)), the optimal transmission range is found to k
20 when the number of bands is 5, whereas it is 24 wh
the number of bands is 20. A similar behavior is observe
when the number of antennas is varied with the number
bands fixed. The optimal transmission range also increa:
with the number of antennas for any given number of allowe
spectrum bands.

Recall that the multi-band and multi-antenna capabilitie
enhance the overall throughput of WMNSs by allowing multi
ple concurrent communication sessions in the same vicini
Hence, the more of these capabilities a WMN is empower
with, the more concurrent communication sessions it Ci
allow, and hence, the higher the overall throughput it ce
achieve. However, providing a WMN with more capabilitie:
than what could possibly be achieved in terms of numb
of concurrent sessions does not increase the overall netw_.
throughput. The number of possible concurrent communica- (c) Number of antennas- 12
tion sessions for enhancing network throughput is det&rminF_ 4 Effect of o hroughdt| — 50 .
by the number of neighbors the concerned nodes interfere ect of transmission range on through|ut| = 50, |Q| = 25.
with, which, in turn, is determined by the transmission
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range. As we discussed earlier, a longer transmission range
corresponds to more possible concurrent sessions throuah
higher path diversity. This explains why the higher the imuli

band and/or multi-antenna capabilities a WMN is provide

with, the longer the transmission range at which the over
network throughput is maximized, i.e., the higher the optim 075
transmission range/power.

It is worth mentioning that while a greater transmissic
range provides nodes with higher path-diversity, it alsorsh
ens the average path-length of flows as well as it provic
nodes with more interference to deal with (as the avere
number of neighbors also increases as a result of increas
the transmission range). Therefore, when transmissiagesan
are long and the number of antennas is small, interferei 25
dominates as these antennas may not be enough to combe 20
extra interference caused by the long ranges of transmiss /V"'hbe, 1 10 ;8
thereby achieving less overall throughput. When the numl o Bang, 5 5 ° \\\odeDeg‘ee
of antennas is large enough, nodes can, however, take ad > 14 perad®
tage of the increased number of paths to find better rouws
while effectively combating the interference by using thei (@) Number of antennas- 1
antennas. In this case, the throughput will increase as mi
concurrent communication sessions are enabled in the se
vicinity. Thus, for a large number of antennas, the achikvat
throughput for long transmission ranges are greater thaseth
for short transmission ranges.

The results of the transmission range study can be su
marized as follows. For every combination of the numb
of antennas, the number of accessible spectrum bands,
the number of mesh nodes, there is an optimal transmiss
range (or transmission power) that maximizes the over:
achievable throughput of the WMN. In Section VII-E, we
use this study to drive guidelines for network designers 0
determine the optimal transmission ranges of WMNs give
the other parameters. Ny, 15
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D. Effect of Node Degree/Density 4 preres®

We now study the effect of the node degree on the (b) Number of antennas- 6
maximum achievable throughput. The node degree, defir~~
as a node’s number of neighbors, can be changed by vary
the transmission range and/or the node density. The higl
the transmission range and/or the node density, the grtbater
node degree, and vice versa. As illustrated in Section VI
C, an increase in the transmission range causes more in
ference. However, an increase in the node density does
increase interference (provided the number of flg@$ is
kept the same). To decouple the effect of node degree fr
that of interference, we, therefore, use node density asya v
of varying the node degree.

In this study, we fix the transmission rangeat 30 and
the number of commodity flows$Q| at 25, and vary the
average node degree from to 10 by varying the node
density from0.2% (|N| = 20) to 0.5% (|N| = 50). In
Fig. 5, we show the maximum achievable throughput as
function of both the node degree and the number of ban
when the number of antennasligFig. 5(a)),6 (Fig. 5(b)),
and12 (Fig. 5(c)). We make two observations regarding the
effect of node degree/density on the achievable throughpsgf. 5. Effect of node degree on throughpit= 30, |Q| = 25.
as described next.
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1) Node Degree/Density Optimality: As shown in Fig. 5,
regardless of the number of bands and/or antennas, as
average node degree increases, the overall throughput 1
increases, then flattens out, and remains unchanged. Tha
for each combination of the number of bands and the numt
of antennas, there is a node degree threshold beyond wt
the overall achievable network throughput can no longer |
improved with additional nodes.

As discussed above, increasing the node degree throt
node density increases path diversity, but not the intenfes.
Therefore, the network throughput can only be increased
increasing the node degree, which explains the monotol
behavior of the throughput as a function of the node de-
gree. For a given number of antennas and bands (i.e., Q. 6. The optimal transmission range as a function of nunobéands
given multi-band and multi-antenna capabilities), thehleig and number of antennafV| = 50, |Q| = 25.
the node degree, the more paths are available for routing,
and hence, the more throughput the network can achie$80wing the optimal transmission range as a function of the
Note that the increase in throughput is a consequence bfmber of antennas and the number of spectrum bands, are
exploiting the multi-band and multi-antenna capabilites Summarized in Fig. 6. Knowing the number of antennas each
path diversity. Hence, the network throughput can no long&tesh node is equipped with, and the number of bands the
be increased when the limit of these capabilities is reachéMN is allowed to communicate on, a network designer
explaining the asymptotic behavior of the throughput as@n use this figure to determine the transmission range so
function of the node degree. that the overall network throughput is maximized. The figure

2) Sensitivity of Node Degree/Density: Observations sim- for example, shows that the optimal transmission range of
ilar to those made in the case of transmission range are afsdVMN whose nodes are each equipped vétlantennas
made in the case of node degree. Irrespective of the numBEH allowed to communicate di spectrum bands, 2m.
antennas, the optimal average node degree is observed i§re are two points to mention about these results. First,
increase as the number of spectrum bands increases. digrause the transmission range is often controlled by means
ilarly, the optimal average node degree increases with tAktransmission power, these guidelines can also be redarde
number of antennas, regardless of the number of allowdd & way of determining the optimal transmission power.
spectrum bands. For instance, when the number of anten®§§0nd, although for the sake of illustration, we considere
is 6 (Fig. 5(b)), the optimal average node degrees7aamd 50 mesh nodes, one can use the proposed approximation
9 when the number of bands aieand 20, respectively. The algorithm to derive similar design guidelines for WMNs with
more antennas and/or spectrum bands nodes can use,2§@iferent number of nodes.
more path diversity can be exploited, and hence, the highetOur framework can also be used to optimize other WMN
the optimal node degree/density. parameters. For example, if the transmission range/power

The results of studying the average node degree can ipdixed a priori and cannot be changed, then we can still
summarized as follows. For every combination of the numbeptimize other network parameters. Let's fix the transroissi
of antennas, the number of accessible spectrum bands, Edtge at30m and the area in which the nodes are to be
the transmission range, there is an optimal node degi@ployed to100 x 100 m?. We can now, for example, de-
(or node density) that maximizes the overall throughptgrmine the optimal node degree/density at which the oleral
of WMNs. Next, we drive guidelines for determining thehetwork throughput is maximized. For different combinagio

optimal node degree of WMNs based on this study. of numbers of antennas and spectrum bands, we use the
proposed algorithm for various node degrees to maximize

. o the network throughput. The results, showing the optimal
E. Design Guidelines node degree for each combination of numbers of antennas
We now demonstrate how our results can be used to deraved bands, are plotted in Fig. 7. For example, when the
guidelines for designing WMNs that are multi-band-capabteansmission range &0m, the number of antennas s and
and multi-antenna-equipped. The thus-derived guidelates the number of allowed spectrum bands is 10, the optimal
low network designers to determine the optimal networkverage node degree is about 8 (corresponding to 40 nodes).
parameters, such as the transmission range (or transmissio
power) and the node degree (or node density), that maximizeThere are two important points that require attention.tFirs
the overall throughput of next-generation WMNSs. even though we considered optimization of the transmission
For the purpose of illustration, we consider WMNs eactange and the node density, one can also use this framework
of which consists 060 mesh nodes deployed in an area aio optimize other network parameters, such as the type and
100 x 100 m?2, and assume that there g@| = 25 end-to- condition of traffic, and the hop-count of multi-hop flows.
end multi-hop flows in the WMN. We extend the simulatiorsecond, although the optimization is based on a network-
scenarios of Section VII-C to include more combinationayer metric (i.e., the multi-hop achievable throughpiit),
of numbers of antennas and spectrum bands. Our resultsplicitly considers cross-layer (MAC and PHY) coupling
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all » radios, and that each channel is used by all node%sl, each
equipped With%1 antennas and 1 radio. The throughput can,
however, be higher thantimes that of ?,1,1)-networks for

two reasons. The first reason is antenna-allocation fléyibil

g';é 2 The number of antennas at each node does not have to be
8, split equally among all radios. For example, radios withhhig
§§ 2 contention may be assigned more antennas. Such flexibility
°% may lead to higher upper-bounds on throughput. The second

reason is channel-allocation flexibility (assurae> r). r

’Vo%e channels among alt channels can be assigned to the

. radios. This may lead to more relaxed constraints, which
may in turn lead to higher achievable throughput. Another
observation that we can also make is that the impact of the
Fig. 7. The optimal average node degree as a function of nuofdeands Numberr of radios depends on the numberf available

and number of antennad.= 30m, |Q| = 25. channels as there is a one-to-one mapping betweand c
channel cannot have more than one radio at a given time).
is is, however, not the case for the number of antennas

a
effects as well. These effects are accounted for through I%Jﬁ

crcl)ss—layer mo?ﬁllr;g n Sectllo(? IV'IA‘ din thi vis-a-vis of the number of radios, i.e., the allocation of th
n summary, the framework developed In thiS Paper SeIVER a1 of antennas across different radios and hence across

as a basis for deriving design guidelines for next—germnatidiﬁerem channels is more flexible as there can be many-to-
WMNSs. This method is flexible and fast. It is erxibIeOne mappings

because it can be used to optimize various WMN parameters,

provided the other parameters are knoanpriori. The IX. CONCLUSION AND FUTURE WORK
proposed approximation algorithm is also fast; the input . .
parametefe can be so chosen that a solution to the WMl}lnwe proposed a framework that can be used to (1) identify

routing optimization problem with acceptable accuracy can- limits and potential of SDRs and MIMO technologies in
g op P b Y 1erms of the maximum throughput that they can provide to

be obtained in a reasonable amount of time. For examp\ﬁMNs’ and (2) derive guidelines for designing and optimiz-

an approximate solution, within0% of its exact value, can . . . :
be found in several minutes by using the proposed aIgorith'Pr%J mpltl—band—capable, mglﬂ-aptenna—equped WMNs.
While SDRs are used in this study as a means of en-

ggcrjiii:ng'lol?rzia\grhg:gg;rﬁri]?ggti(zthmoadnsy hours to solve Wltrfglbling WMNs with dynamic and adaptive multi-band access,

MIMO is used as a means of increasing the spatial reuse
of spectrum, and hence, the total network throughput. It is,
VIll. DiscussioN however, important to note that MIMO can be exploited
The focus of this work is on characterizing achievto augment network throughput not only via spatial reuse,
able throughput of multi-hop wireless networks when theyut also via spatial division multiplexing. In the futuregw
are multi-antenna, multi-channel-capable, but singthera intend to investigate and characterize the total througtia
equipped only. Throughput performance of multi-channehulti-band, multi-antenna WMNs can achieve when MIMO
networks with multi-radio capabilities have also been #vebenefits are exploited for spatial multiplexing.
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