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Abstract

The fifth-generation (5G) wireless technology is paving the
way to revolutionize future ubiquitous and pervasive net-
working, wireless applications, and user quality of experi-
ence(QoX). To realize its potential, 5G must provide con-
siderably higher network capacity, enable massive device con-
nectivity, with reduced latency and cost, and achieve consid-
erable energy savings compared to existing wireless technolo-
gies. The main objective of this paper is to explore the poten-
tial of network functions virtualization (NFV) in enhancing
5G Radio access networks functional, architectural and com-
mercial viability, including increased automation, operational
agility, and reduced capital expenditure. The ETSI Network
Function Virtualization (NFV) Industry Specification Group
has recently published drafts focused on standardization and
implementation of NFV. Harnessing the potential of 5G and
network functions virtualization, we discuss how NFV can ad-
dress 5G critical design challenges through service abstraction
and virtualized computing, storage, and network resources.
We describe NFV implementation with network overlay and
Software Defined Network (SDN) technologies. In our dis-
cussion, we give first steps in understanding the role of NFV
in implementing Coordinated multipoint (CoMP), Device to
Device (D2D) communication, and ultra densified networks.

1 Introduction

In the last decade, wireless technology has emerged as one of
the most significant trends in networking. Recent statistics
show that mobile wireless broadband penetration has exceed
that of fixed wire-line broadband networks. In addition to
general broadband access, recent advances in wireless com-
munications and node processing capabilities have made it
possible for communication networks to provide support for a
wide variety of new multimedia applications and compelling
wireless services, that are rapidly and steadily becoming na-
tional priorities. This trend is expected to continue in the
future at much faster growth rates. By 2018, the global mo-
bile traffic will increase from 2.6 to 15.8 exabytes. Addressing
the expected exponential growth of rich media underscores
the need to evolve cellular networks. To this end, 5G will
support 1000 times the current aggregate data rate and 100
times the user data rate, while enabling 100 times increase in
the number of currently connected devices, 5 times decrease
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of the end-to-end latency, and 10 times increase of the battery
lifetime [1].
To meet the expected three-orders-of-magnitude capacity

improvement and the massive device connectivity, 5G centers
its design objectives around efficiency, scalability, and versa-
tility. To sustain its commercial viability, 5G networks must
be significantly efficient in terms of energy, resource manage-
ment, and cost per bit. Connecting a massive number of
terminals and battery operated devices necessitates the de-
velopment of scalable and versatile network functions that
cope with a wider range of service requirements including:
low power, low data rate machine-type communication, high
data rate multimedia, and delay-sensitive applications among
many other services. The efficiency, scalabaility, and versatil-
ity objectives of 5G directs the 5G community towards finding
innovative but simple implementations of 5G network func-
tions.
5G network functions face critical functional and archi-

tectural challenges in spite of their performance superiority.
CoMP for instance can improve the cell-edge user experience
by using coordinated and combined transmission of signals
from multiple antennas, cells, terminals, or sites to improve
the Downlink (DL) and Uplink (UL) performance (e.g. by
coordinated scheduling, coordinated beam-forming, or inter-
ference alignment). However, CoMP achieves this gain with
increased computations, increased signaling overhead, and in-
creased back-hauling and equipment cost. Moreover, the mas-
sive number of devices requires ultra densified networks, spe-
cialized hardware, and device-centric architecture that are not
well defined yet. Finally, 5G must coexist with legacy tech-
nologies like 2G, 3G, and 4G. This requirement alone increases
cost and complexity indefinitely. These challenges can be ef-
fectively addressed by implementing the 5G network functions
as software components using the NFV paradigm.
A growing group of companies and standardization bodies

push research and development of the NFV paradigm to im-
prove cost efficiency, flexibility, and performance guarantees
of cellular networks in general1. In NFV, vendors implement
network functions in software components called Virtual Net-
work Functions (VNFs). VNFs are deployed on high volume
servers or cloud infrastructure instead of specialized hard-
ware. For example NFV pools the signal processing resources
in cloud infrastructure rather than using dedicated Baseband
processing units (BBUs) in every site. Such resource pooling
reduces computational and signaling overhead, optimizes cost,
and improves flexibility so that a service provider activates a
particular signal processing resource for only specific termi-

1https://portal.etsi.org/TBSiteMap/NFV/NFVMembership.aspx
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nals in the whole network instead of activating all processing
resources unnecessarily in each site.

Generally, NFV can overcome some challenges of 5G by:
(i) optimizing resource provisioning of the VNFs for cost and
energy efficiency, (ii) mobilizing and scaling VNFs from one
hardware resource to the other, (iii) ensuring performance
guarantees of VNFs operations, including maximum failure
rate, maximum latency, and tolerable unplanned packet loss,
and (iv) ensuring coexistence of VNFs with non-virtualized
network functions [8]. Unlike other work on application
of NFV and SDN technologies in generic 5G networking,
virtualized LTE evolved packet core, and SDR based sites
[10, 12, 6, 3], this work focuses on the implementation of
an NFV framework that meets 5G Radio Access Network
(RAN) technology requirements and enables several 5G com-
plex functions while smoothing its coexistence with other
technologies. We also demonstrate the effectiveness of NFV
in reducing the Capital Expenditures (CAPEX) and Opera-
tional Expenditures (OPEX) of the 5G RAN.

In this paper, we will first survey service abstraction, archi-
tecture of NFV, and network virtualization via the network
overlay model. As an NFV enabling technologies, we will
describe how to use SDN and OpenFlow to virtualize and in-
terconnect VNFs. Second, we will focus on 5G virtualizable
radio functions and describe CoMP, Inter-Cell D2D, and ul-
tra densified network implementation using NFV. Finally, we
will discuss open research problems specific to NFV in 5G
RAN.

2 NFV and Network Overlay

With NFV, services are described as a forwarding graph of
connected network functions. A forwarding graph defines
the sequence of network functions that process different end-
to-end flows in the network. For example, Figure 1 shows
a simplified forwarding graph of a mobile Internet service
where data flows traverse network functions from the Evolved
NodeB (eNodeb), to the Service Gateway (sGW), to the
Internet Protocol (IP) backbone until it reaches the appli-
cation server. Mobility management and Non-Access Stra-
tum (NAS) protocols flow through different network functions
for mobility management, authentication, and policy enforce-
ment. Unlike the current cellular networks where a particular
feature is activated network wide, forwarding graphs enable
5G operators to activate features per service (e.g. CoMP be-
comes active only for predefined service classes). The network
functions are virtualized using a separate virtualization layer
which decouples service design from service implementation
while improving efficiency, resiliency, agility, and flexibility.
Network functions that can be virtualized in general include:
i) the evolved packet core functions such as: the mobility
management entity, the serving gateway, and the packet data
network gateway, ii) baseband processing units functions in-
cluding: MAC, RLC, and RRC procedures [5], iii) switching
function, iv) traffic load balancing, and v) operation service
centers.

The NFV reference architecture (Figure 2) supports wide
range of services described as forwarding graphs by orches-
trating the VNF deployment and operation across diverse

computing, storage, and networking resources [8]. As shown
in Figure 2, the computing and storage hardware resources
are commonly pooled and interconnected by networking re-
sources. Other network resources interconnects the VNFs
with external networks and non-virtualized functions, en-
abling the integration of existing technologies with virtual-
ized 5G network functions. NFV Management and Orches-
tration comprises resource provisioning modules that achieve
the promised benefits of NFV.
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Figure 2: The Network Function Virtualization Reference Ar-
chitecture.

The VNF Managers(s) (Figure 2) performs two main func-
tions: operation and resource provisioning. VNF operation
consists of infrastructure management, fault management,
performance management, and capacity planning and opti-
mization. Resource provisioning ensures optimal resource al-
location (e.g allocate Virtual Machines (VMs) to servers), op-
timal connectivity between VNFs, energy conservation, and
resource reclamation. Moreover, resource managers discover
computing, storage, and network resources in the infrastruc-
ture. Efficient design of VNF Manager leverage the peak ben-
efits of NFV to reduce CAPEX and OPEX in 5G by means of
dynamic resource allocation, traffic load balancing, and easier
operation and maintenance [13].

In the rest of this section, we will detail the NFV design
trade-offs and the main networking problems associated with
them. Then, we will introduce the network overlay concept
as a solution to these problems.

2.1 Networking Problems in NFV

NFV faces several networking problems; some are inherited
from multi-tenant data center networking, while others are
specific to NFV. Designing NFV platforms for carrier-grade
availability that exceeds five nines, requires fail-over times
between redundant 5G VNFs in less than a second. Also,
almost all cellular services are dynamic in nature and the
physical resources must expand and shrink as service demand
changes (elasticity). Cellular traffic has regular daily and
weekly patterns, but also changes spatially in case of special
events (e.g. football matches) so that resources must be as-
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Figure 1: Virtualization of a Forwarding Graph implementing mobile Internet service.

signed optimally to cope with these changes. VMs mobility is
one technology that can support these rapid traffic changes,
but it comes with networking design challenges. First, mi-
grating a VM from one server to another must retain VMs’
network states including at least: physical location, and IP
and Medium Access Control (MAC) addresses. Second, as
the VM implements 5G radio functions, it have access to de-
vices data, radio states, and channel information and it be-
comes critical that VM migration solutions provide real-time
capabilities of distributed state management through local-
ized caching and acceleration agents. Third, from operational
efficiency view, resource utilization must be kept as high as
possible to ensure profitability. An optimal NFV system de-
sign incorporates efficient and flexible allocation of resources
and optimal forwarding of traffic by which an operator can re-
alize and mobilize virtual networks of VNFs on any hardware
across the infrastructure.

The flexibility of NFV is also associated with overhead.
If we place multiple VNFs on the same physical server, the
server will not have a single address but many. The switch-
ing network will have to learn addresses of individual VMs,
and we can witness an uncontrolled increase in forwarding ta-
ble sizes. Additionally if an infrastructure is shared between
multiple service providers, VNFs address separation becomes
a must as we need to perceive address use flexibility of a
single provider while the address space may overlap between
providers. Specifically, as traffic from different providers share
the same networking resources, not only security becomes
challenging, but also flexibility and optimal forwarding of traf-
fic from one virtual network (network of VNFs) to the other
without compromising security and address separation. Ad-
ditionally, NFV shall maintain the scalability characteristics
of the current highly distributed cellular networks while ex-
ploiting the discussed benefits of NFV, hence features such
as load balancing and VM placement in cloud environment

shall become real-time aware and shall support thousands of
back-end cellular virtual functions. We will discuss the net-
work overlay concept as a typical solution to the networking
problems in such virtualized environment.

2.2 Network Overlay

Network overlay is an approach to address NFV networking
problems by implementing virtual networks of VNFs as over-
lays. The first-hop network device connected to a VNF, called
Network Virtualization Edge (NVE), encapsulates the origi-
nal packets from the VNF and identifies the destination NVE
that will decapsulate the packet before delivering it to the
next VNF. The network forwards the packet based on the en-
capsulation header obliviously from the packet payload. The
NVE is basically a physical switch, router, or a virtual switch
in a network hypervisor.

Network overlay enjoys several appealing characteristics. A
key feature of network overlay is the decoupling of the VNF
addresses from the physical network addresses, and isolation
of traffic from multiple virtual networks. The traffic isolation
is achieved by the fact that forwarding traffic between vir-
tual networks requires gateway entity to forward such traffic.
If this gateway is missing, forwarding traffic between virtual
networks is not possible. With such a feature, the overlay
provides both traffic isolation and flexibility to forward traffic
between virtual networks (with adequate gateways).

Moreover, overlay works well in environments that are
highly distributed which involves thousands of VNFs. The
expected number of NVEs required to implement a virtual
network is generally low which is important for scalability
while these NVEs provide the needed flexibility to mobilize
VNFs with highly dynamic traffic. In principle, migrating a
VNFs imply quick reconfiguration of a single NVE to main-
tain routing flows form that VNF.
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Looking at its drawbacks, network overlay requires in gen-
eral changes in the data plane headers by possibly using exist-
ing encapsulation or tunneling protocols in order to support
packet (en/de)capsulation. For example the Generic Routing
Encapsulation protocol (RFC 2784) can be used to encap-
sulate - in principle - any arbitrary protocol over IP and to
create any virtual Layer-2 network on top of a physical Layer
3 network.

SDN is another approach that simplify network overlay im-
plementation. The idea is to program switches at the NVE
to modify packet headers from different NFV flows according
to a global mapping of virtual network addresses (e.g. MAC
and IP addresses) to physical network addresses. This can be
done without changes to the data-plane protocols. A central
SDN controller maintains global mapping of virtual/physical
network addresses and install rules in switches to implement
this mapping. We overview SDN via OpenFlow first and give
more details on network virtualization using SDN in the next
section. In section 4, we will provide specific use cases of SDN
in virtualization of 5G RANs functions.

3 Virtual VNFs overlay via SDN

SDN adopts two main ideas: logically centralized control of
the data plane, and network state management across dis-
tributed controllers. Separating control and data plane accus-
toms increasing traffic volumes and improves network reliabil-
ity, predictability, and performance. Such separation allows
a controller to deploy forwarding-table entries in data plane
programmable switches (or routers) and frees switches from
performing control functions.

The controlling function needs not to be centralized in prin-
ciple, but logically centralized. How distributed controllers
manage their states to improve performance, reliability, and
scalability is a challenging problem. A support from under-
lying SDN platform is required from one side to achieve dis-
tributed state management. This platform incorporates so-
phisticated algorithmic and protocol solutions for optimized
network control and state management[9].

OpenFlow [15] is a standardized protocol for programming
data-plane using control-plane Application Programming In-
terfaces (APIs). Openflow programs the forwarding behavior
of the traffic flows in switches based on different packet header
fields matching which are specified in flow table rows. An
OpenFlow switch matches protocol header fields (e.g. ports,
MAC, and IP) in an incoming packet, and perform actions
against matched packets. A router matches the specified
header fields and either, floods, forwards the packet on a pre-
defined port, or drop the packet. The router is also capable
of rewriting header fields before forwarding the packet.

OpenFlow made the idea of Network Operating System
possible. A network operating system is a software that con-
trols the behavior and state of the network through: (i) data
plane forwarding rules programming, (ii) network state man-
agement, and (iii) network behavior control. Network state
management is challenging in distributed SDN controllers to
maintain network state at different controllers. The open
network operating system (ONOS) is an example of a dis-
tributed controller [4] that maintains consistent shared net-

work state information across all controllers represented by
a graph database. For fast read/write of network states,
it maintains the network data in a low latency, distributed
key-value storage along with in-memory topology informa-
tion cache. The question now is: why SDN and OpenFlow
are particularly important for NFV?

3.1 OpenFlow and NFV

NFV does not necessarily require SDN and OpenFlow. How-
ever, NFV and SDN are related in many folds. First, SDN
is an enabling technology to NFV, where it can simplify the
implementation of the network overlay model. Second, virtu-
alizing network functions, like routers and switches, is compli-
cated with conventional networking technologies while SDN
provides a natural solution. Imagine the complexity of a
router that is running several virtual routers, each implements
its own control-plane. Third, SDN flexibly allocates pooled
computing resources to a particular VNFs, elastically man-
ages these resource allocation according to traffic demands,
and easily mobilizes VNFs with quick modification to NVE
rules. In this sub-section, we will discuss the first two possi-
bilities and will leave the third one to section 4.
Unlike adding an encapsulation layer to implement network

overlay, an SDN controller just rewrites packets’ addresses to
implement overlays 2. This idea does not require changing
the data plane at all and still leverages the same benefits
of separating virtual networks address spaces. A controller
maintains mapping between virtual networks and physical
networks including routes through which traffic of a virtual
network traverse. The controller installs a flow in the Open-
Flow switch’s (NVE switch at the edge) flow-table with an
action to rewrite a matched source and destination IP/MAC
address of a packet from a VNF to addresses in the physical
network. The controller also installs rules in the OpenFlow
switches in the network to implement a particular route be-
tween two chained VNFs. In this process, the controller is
not aware of every single packet rewriting event, but just in-
stalls the flows in the switches that optimally implement a
particular network overlay.
A rigorous way of traffic isolation between virtual networks

with SDN based virtualization is to define multiple physical
IP addresses ranges for the same physical network. Packet
addresses from one virtual network are translated to a partic-
ular physical IP addresses range, while packet addresses from
another virtual network are translated to another physical
IP addresses range. This separation allows flexible isolation
of traffic between virtual networks as flows from one virtual
network can be controlled to follow a disjoint route from an-
other virtual networks’ flows. The main drawback of this
approach is the increased IP address space that is needed in
the physical network, which is not necessarily required in en-
capsulation approach. Nevertheless, rigid traffic separation is
of a paramount importance when the infrastructure is shared
between multiple service providers.
The second flexibility of the SDN approach is the indepen-

dent networking behavior design of different virtual networks
of VNFs. Even if network virtualization is not implemented
via SDN, a separate SDN controller can control each virtual

2http://ovx.onlab.us/
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network behavior independently from other virtual networks.
The network behavior not only includes how traffic flows are
routed, but also how individual virtual network functions pro-
cess traffic (control-plane) flows (e.g. Firewall, load balancing,
deep packet inspection). This discussion reveals that SDN,
in general, is a natural choice of implementing some VNFs
(besides interconnecting VNFs). Using OpenFlow for SDN
or not is another arguable choice due to some limitations in
OpenFlow standard that we will discuss later.

NFV and its implementation using SDN can be applied to
legacy cellular network functions, virtualization of data cen-
ters networks, and Infrastructure as Service in cloud comput-
ing, etc. What are the network functions that shall be vir-
tualized in 5G RAN?, How does the third advantage of SDN
which we mentioned at the beginning of this section benefit
5G related technologies? and How do NFV and SDN meet 5G
architectural and functional challenges? We will try to give
an answer to these questions by discussing current and forth-
coming research activities that leverage the benefits of NFV
and SDN towards an advanced but yet simpler 5G network.

4 Virtualization of 5G RAN

Several control and user plane network functions in 3GPP
RANs are candidate for virtualization. Figure 3 shows typi-
cal 3GPP network functions, which will also be in 5G, that are
virtualizable in principle. Virtualizing these functions lowers
footprint and energy consumption through dynamic infras-
tructure resource allocation and traffic balancing. It also eases
network management and operations and enables innovative
service offering. We will study potential CAPEX and OPEX
savings to be incurred from virtualizing BBUs in a typical
cellular network.

Figure 3: Common RANs network functions in 3GPP control
and user plane.

4.1 CAPEX and OPEX in NFV

Consider a scenario in which a VNF implements baseband
processing in a virtual BBUs as illustrated in Figure 3. This
scenario is known as Cloud-RAN [5], where NFV provides
the needed orchestration layer for Cloud-RAN to virtualize
layer 2 and layer 3 of the radio interface and the necessary

framework to incorporate specialized hardware and accelera-
tors for baseband processing. The Virtualized Infrastructure
Manager deploys a pool of virtual BBUs in near the network
edge infrastructure. The cell-site in this scenario simplifies to
antennas, Remote Radio Units (RRUs), and switching func-
tions. The switching functions interconnect the virtual BBUs
pool to the RRUs via optical links and high speed OpenFlow
switch to meet strict latency requirement [7, 5]. Every vir-
tual BBU has exactly the same processing capability as the
non-virtual BBUs being deployed in every site. According to
traffic demand, the VNF Manager allocates particular slices of
BBUs VNFs to active cell-sites. For this allocation, the VNF
Manager programs an overlay virtual network to switch phys-
ical layer flows to/from the RRUs connected to the site and
from/to the RRUs to the allocated VM hosting the BBU VNF
for processing. We study the impact of VNF on CAPEX by
comparing the total number of needed BBUs in virtualized
and non-virtualized deployments given the same maximum
traffic. We also study the impact of NFV on OPEX by show-
ing the average number of active BBUs in both cases.
We consider real traffic mixture of a cellular network3. The

network consists of 85 cells, and the traffic traces were col-
lected for a period of six hours. A speech call in these traces
requires one processing unit per second and a packet session
requires two processing unit per second. This assumption is
quite realistic and follows dimensioning rules of major hard-
ware vendors. A single BBU capacity, weather virtualized or
not, ranges from 64 to 256 processing units. We assume that
a BBU is active if at least one processing unit is active, and
when the BBU is idle it consumes no energy.
Figure 4 shows the total number of required BBUs in vir-

tualized and non-virtualized scenarios. As the maximum ca-
pacity of a single BBU increases, the total number of required
BBUs decreases significantly with VNFs to reach 25% if a
single BBU supports 256 processing unit (typically found in
major vendors). The saving is attributed to two facts. First,
with NFV a single virtual BBU can serve traffic from multi-
ple cell sites by ideal traffic allocation to pooled virtual BBUs
instead of specific BBU. Second, the total number of required
virtual BBUs depends on the maximum of the aggregate traf-
fic of the network, unlike the non-virtualized case where it
depends on the maximum traffic of each individual cell. Since
the maximum traffic of each cell occurs at a time interval that
varies from one cell to the other, the maximum aggregate traf-
fic of the network becomes significantly less than the sum of
maximum traffic of all cells. The saving in total number of
required BBUs translates directly to CAPEX saving.
OPEX saving in this study can be observed from the av-

erage number of active BBUs shown in Figure 5. The less
the active BBUs, the less is the aggregate energy consump-
tion of the whole system (contributed only by BBUs). In
the proposed NFV architecture, we allocate traffic from any
cell site to an already active virtual BBUs first with suffi-
cient utilization before activating another virtual BBU. At
any point in time, a virtual BBU becomes active only if the
current aggregate network traffic cannot be served by the al-
ready active BBUs. By this approach, we can observe around
30% savings comparing current non-virtualized architecture
and VNF. The saving reaches up to 55% with increasing the

3The data source is anonymized as per the providing operator request.
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maximum BBU capacity to 256. The saving in CAPEX and
OPEX is clear from this study on a small sized network. We
can anticipate more significant impact on networks with thou-
sands of cells and heavier traffic. But the benefit of NFV is
not only expenditures savings, but also flexibility in imple-
menting 5G functions.
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Figure 5: Up to 55% saving in active BBUs, comparing cur-
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4.2 NFV for CoMP and D2D

NFV and SDN can be viewed as enabling implementations of
advanced 5G technologies such as CoMP and D2D communi-
cation. Figure 6 illustrates this architecture. The VNF Man-
ager, embodying OpenFlow controller, easily and effectively
realizes DL CoMP, UL CoMP, and high speed Inter-Cell D2D
connectivity by installing the flows shown in the flow-table in
Figure 6 in the switch.
DL CoMP requires all BBUs from multiple 5G cell-sites to

communicate while delivering parallel terminal data from one
to all involved cell-sites. Similar communication is required
in UL CoMP in the reverse direction from multiple cell-sites
to single BBU. Additionally, two terminals communicating in
Inter-cell D2D require BBUs of the cells to communicate di-

rectly and to handle high speed, low latency traffic. That type
of D2D communication was requiring exploiting mobile back-
haul network in legacy architectures to route traffic through
the core network.

Figure 6: NFV/SDN enabling implementation of DL/UL
CoMP and Inter-Cell D2D Communication [7].

The NFV/SDN approach in Figure 6 instantiates DL CoMP
in which terminal data from BBU-1 are forwarded to two
different sites. A flow modification message installs OpenFlow
flow that match traffic from input port 1 and take two parallel
actions to output flow packets to output port a and c. This
realizes both DL CoMP from two cell-sites to a single terminal
at aggregate rate and forward the same aggregate message to
multiple terminals at user data rate. Two match, single action
flow entry realizes UL CoMP similarly. Input flow matched
on ports b and d are forwarded in a single action to output
port 4.
The OpenFlow controller implements D2D communication

in inter-Cell scenario by establishing a high speed, low latency
connection of different BBUs. At the same time, another
high speed, low latency connection is established between the
correspondent cells. This is illustrated by the two multiple
match, multiple action flows in Figure 6. Multiple matches
and multiple actions are needed in this case as both UL and
DL traffic are involved in the connection. We could also use
four parallel single match, single action rules in a less opti-
mized flow-table size. In all these scenarios, the NFV manager
keeps track of active flows’ rules and BBUs allocation.

4.3 Evolving densification with NFV

Another 5G technology where NFV/SDN are of a great ben-
efit is ultra densified networks. 4G networks design was
based on the assumption of sparse deployments where cell-
sites make nearly-autonomous radio resource management de-
cisions. This is not the case in ultra densified networks. The
terminal connects to the network through a cluster of closest
cells which cooperatively minimize the impact of interference
from neighbor clusters that the terminal is not connected to
[14]. The terminal will also exhibit rapid handover decisions,
adding and removing cells from its cluster. The solution to
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this is to logically centralize the radio resource management
decision like legacy 3G and 2G networks. However, unlike 2G
and 3G, we are challenged by scalability problems which pre-
vents providing a commercially viable centralized controller
that manage resources in chaotically deployed massive num-
ber of cell-sites.

NFV can provide a solution to scalability issues by deploy-
ing all control decisions that require mainly cooperation of
large number of cells in VNFs near the network core and that
require mainly rapid decisions in NFVs near the network edge.
Handovers, transmit power allocation, and cluster selection
are control decisions that must be made in cooperation as
it impacts inter-cell interference. Alternatively control deci-
sion as radio resource allocation are done near the network
edge as the decision must be available as frequent as every
Transmission Time Interval (TTI) [11].

In addition to the optimized deployment of VNFs, the logi-
cal centralization enables advanced algorithms to have access
to an accurate and updated view of network status, interfer-
ence maps, flow parameters, and operator preferences. Mobil-
ity management functions can base their decisions on network
statuses beyond local radio quality at the cell site (e.g. en-
ergy, traffic, and interference awareness), while still provides
minimal service interruptions during handovers. For example,
operators can implement an efficient VNFs that offload user
traffic at the network edge, and load balance traffic at the
core. And small cells clustering can be done more efficiently
with network supported decisions rather than terminal based
decisions.

5 Open Problems

The previous discussion envisioned several research problems
to efficiently employ NFV in 5G RANs. RANs rely heavily
on digital signal processors in the base station hardware to
meet strict real time requirements. Virtualized Software De-
fined Radio (SDR) technology can virtualize BBUs and gen-
erally requires support of real time constraint processing in
both VMs and the interconnecting networks. The CoMP ex-
ample we presented earlier ([7]) uses fiber communication to
ensure meeting time constrains of the BBUs. However, Open-
Flow does not provide native support of time-critical packet
switching and leaves this task to controllers. Performance of
virtualized SDR based BBU interconnected to RRU through
OpenFlow switches is unexplored.

OpenFlow is currently limited by the lack of programmable
data-plane support across different network stacks, by which
packet payload can be inspected, modified, or reassembled.
The work of Bansal et. al in [2] is an example approach that
addresses data plane programmable across the wireless stack
by decomposing the data plane into two main components,
processing and decision. The processing plane includes data
stream processing operation (e.g. signal processing) and the
decision plane includes rules that define the sequence of pro-
cessing operations required to process the data stream.

Moreover, programmable control-plane is currently limited
in available solutions (e.g. OpenFlow) as it supports limited
protocol spectrum to suite all needs of 5G protocols. Non-
Access stratum protocols, Radio Resource Control protocols,

and Packet Data Conversion Protocols are examples of pro-
tocols above layer-3 that require OpenFlow modifications to
match their header fields and specify relevant actions to in-
terconnect VNFs in RANs.

Computing resource allocation is also challenging with
strict real time requirements and dynamic allocation accord-
ing to network traffic demands, service descriptions, and op-
erator cost constraints. One particular challenge that we pre-
viously discussed is where to place the VNFs pool initially;
i.e., near the edge or near the core of the network. Although
this split is somehow intuitive—deploy VNFs with real time
constraints near the edge and those with coordination require-
ments near the core—the deployment scenario where both re-
quirements are present is still unstudied.

Support of deployability and interoperability with legacy
and non-virtualized network functions is not investigated yet
as the NFV is far from maturity. Possible solutions include:
integration of purpose specific hardware in data centers such
as digital signal processing and graphics processing units, op-
timized placement of virtualized network functions in proxim-
ity to non-virtualized functions to avoid performance degrada-
tion during interworking procedures, and extension of I/O vir-
tualizion beyond Ethernet network interfaces to include other
legacy interfaces such as TDM transport interfaces, special-
ized acceleration units (e.g. crypto hardware accelerators),
and SoCs. Performance evaluation of early proof-of-concept
deployments along with legacy technologies shall enforce pol-
icy and research directions in developing open and standard-
ized protocols, programming interfaces, infrastructure feder-
ation, and orchestration algorithms. The orchestration algo-
rithms in particular shall not orchestrate virtualized resources
only but also manage dependencies and information flows be-
tween virtualized and non-virtualized functions.

6 Conclusions

As mobile computing continues to evolve and access to com-
puting clouds becomes ubiquitous, mobile users expect highly-
reliable, anywhere and any-time wireless connectivity and ser-
vices. The need to evolve future wireless networks toward
supporting, reliably and efficiently, a wider range of network-
ing and multimedia services and applications becomes a criti-
cal design requirement of next- generation wireless networks.
Cognizant of emerging trends in wireless services and appli-
cations, the paper focuses on exploring the potential of NFV
to address the daunting challenges and design requirements
of 5G RANs. The paper underscores that NFV approaches
to enable advanced, cooperative, rapidly-changing baseband
processing and radio resource management in 5G, must be
flexible, cost effective, and elastic. NFV naturally inherits
these benefits from virtualization, cloud computing, and SDN
paradigms. New challenges, related to carrier-grade network
functions, must be addressed. To this end, the paper dis-
cusses critical open problems, including the need to adhere
to strict real time processing, support programmable data-
plane, achieve efficient local and global resource management
and orchestration , and explore NFV placement trade-offs.
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