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Abstract—Augmenting the LTE evolved NodeB with cloud
resources offers a low-latency, resilient, and LTE-aware mvi-
ronment for offloading the Internet of Things (loT) services
and applications. By means of devices memory replicationhe
IoT applications deployed at an LTE integrated edge cloud ca
scale its computing and storage requirements to support diérent
resource-intensive service offerings. Despite this potéal, the
massive number of loT devices limits the LTE edge cloud

responsiveness as the LTE radio interface becomes the major

bottleneck given the unscalability of its uplink access andlata
transfer procedures to support a large number of devices tha
simultaneously replicate their memory objects with the LTE
edge cloud. We propose RPLISOM ; an LTE-aware edge cloud
architecture and an LTE-optimized memory replication protocol
which relaxes the LTE bottlenecks by a delay and radio resowre
efficient memory replication protocol based on the Deviced-
Device communication technology and the sparse recovery ie
theory of compressed samplingRepPLISOM effectively schedules
the memory replication occasions to resolve contentions ifdhe

radio resources as a large number of devices simultaneously

transmit their memory replicas. Our analysis and numerical
evaluation suggest that this system has significant potemli in
reducing the delay, energy consumption, and cost for cloud
offloading of 10T applications given the massive number of déces
with tiny memory sizes.

Keywords—Internet of things, Mobile edge computing, Memory

replication, Compressed sampling, Long Term Evolution (ET.

I. INTRODUCTION

The LTE all-IP architecture, built-in security, and spattr
efficiency nominate LTE to become the dominant connectivit

benefits.Despite the potential of LTE to efficiently transport
these memory replicas to the scalable cloud infrastructhee
massive number of devices per cell, which is projected tolrea
50,000 devices by 2020 (see [5]), renders an LTE network as
the major communication bottleneck for cloud offloadingttha
can significantly limits offloading performance gains.

Memory replication is a disciplined process in which consis
tency must be ensured such that a write operation is followed
by a memory update operation with the cloud for each device
[6]. On the other hand, the current LTE network access and
uplink scheduling procedures introduce a significant lagen
and energy inefficiency to update a large number of tiny
memory replicas. An LTE cell can become easily blocked, if
only 10% of the devices it covers became active simultarigous
to update their memory replicas with the cloud. Unsurpghin
this bottleneck isnot a result of bandwidth limitation; as an
loT device memory replica is typically a feilobytesand the
LTE network is optimized for high throughput and low latency
applications [7], [8], [9]. Nevertheless, the LTE standerdot
optimized to support a large simultaneous access from égvic
while remaining delay and energy efficient; as this requires
allocating a large number of control channels and wastds rad
resources, which are primarily intended for transporting-c
ventional mobile users data. To remain a disciplined pmces
we design arLTE-optimizedmemory replication architecture
and protocol to harvest the benefits of both LTE and cloud
computing technologies.

In this paper, we proposedRLISOM !, a memory replica-
tion architecture and protocol based on: the emerging raobil

yedge computing paradigm [10], the Device-to-Device (D2D)

technology for the Internet of Things (loT), while 10T ser-
vices and applications create unprecedented traffic gréovth
3GPP LTE/LTE-A networks [1]. For loT applications, it is
becoming a global consensus that cloud computing techyolog
is an essential driver for IoT computation speedup, energy
consumption, and service realizations [2], [®]T applications
include, for example, connected vehicles, smart grids and
cities, and wireless sensors and actuators networks [4]. In
such applications, 10T devices offload its computations by
replicating small-sized (tiny) memory objects and trarrafig
these memory replicas through LTE networks to a back-end
cloud computing infrastructure that enables the loT applic
tions to scale its computing resources on elastic infrastru
ture instead of resource limited devices besides many other
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communication technology [11], and the compressed sagplin
theory [12]. We summarize our contribution as follows:

Improve the cloud responsiveness for 10T services and
applications by distributing cloud resources geographi-
cally close to the 10T devices. Unlike Cloudlets, MAUI,
CloneCloud, and COSMOS [3], [13], [6], [14], the
proposed architecture enables the design of LTE-aware
cloud procedures in general and memory replication
protocols optimized for tiny-sized memory replication
from a massive number of 10T devices in LTE in specific.
Reduce the memory replication delay by diminishing the
need of initiating the LTE random access procedure for
each replica transfer, which introduces an undesirable
delay, increased energy consumption, and risk of insta-
bility given the large number of simultaneously active

However, permission to use this material for any other psepomust be
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1The name,RPLISOM, is inspired byreplisomeshat carries out replication
of DNA.



devices. Unlike the application of compressed samplinghe compressed replicas from these devices. By compressed
in sensor network which relies on spatial and temporakampling reconstruction algorithms, the cloud can rectiver
correlation of sensor data [15], [16], the proposed mem-original replicas exactly utilizing theparsity at the network
ory replication protocol relies on two level of sparsity level Moreover, we show possible further improvements to the
structures at the network and memory levels. devices energy consumption and replication delay by utiiz
e Enhance the LTE signaling overhead and resource usadbe sparsity at the memory replica level
for memory replication by avoiding the allocation of un-  Since the cloud pulls compressed replicas from a number of
necessary dedicated control channels per device, whictievices that is proportional to the number of updated raplic
wastes the scarce radio resources and risks the blockirthere is no need for initiating the random access procedwe.
of human communications. Unlike other protocols usedan LTE device is already synchronized with its serving LTE
in general purpose machine type communications in LTEcell to decode the cell's control channels, witleR.Isom a
[17], [18], our work relies on the disciplined nature of device just wakes up in predefined sub-frames to verify its
memory replication to design a pull based memory repli-pulling occasions and transmit its compressed replicaevhil
cation protocol which uses a significantly less number ofremaining in a deep sleep state if it is not pulled. Unlike
control channels compared to direct memory replicationdirectly pulling the original replicas from each device het
using the conventional LTE access and data transfecell, which also does not require initiating the random asce
procedures. procedure, the number of control channels allocated for the
proposed protocol is significantly less than the number of
. . control channels allocated to pull replicas from each devic
A. Solution Outline in the cell.

The RepLISOM architectureis a mobile edge cloud ar-  The remaining of this paper is organized as follows. We
chitecture (see Fig. 1) in which we augment the evolvedirst discuss the related work in Section Il. Then, we present
NodeB (eNB) with cloud computing resources and refer tothe proposed architecture in Section Ill where we discuss
this augmented architecture by the LTE edge cloud. Thehe LTE specific challenges and the architectural rule of the
LTE edge cloud is a newntegrated radio access network D2D technology. Section IV delves into the proposed memory
element that providesirtualizable computingstorage, and replication protocol and its relation to the compressedaian
networking resources to clone device specific IoT appliceti theory and shows how we use the two sources of sparsity,
and services. The architecture is a highly responsive systeat the network level and at the memory replica level, to
that neutralizes the back-hauling and routing bottlenedkish  design an efficient pull based memory replication protocol.
exist in current conventional cloud architecture. Deptoyi In Section V, we describe our performance benchmarks and
cloud computing resources in the proximity of the 10T desice provide numerical evaluations ofeRLISOM in comparison to
allows developing an LTE radio interface which is optimized replica transfer using the conventional LTE procedureasalfi,
for memory replication utilizing already in place techngiles ~ we conclude our paper in Section VI.

For example, an LTE capable IoT devices already incorporate
D2D technologies that support efficient proximal devices di
covery and direct communication. By utilizing the capadigé

of the D2D technology and the existing LTE control and data Creating computing infrastructure back-ends for devices
channels, we show the possibility to improve the memorysuch as cloud platforms has been in the heart of the IoT
replication performance through an LTE-optimized protoco research since its inception in 1991 [19]. The vision of dlou

The REPLISOM protocolis an LTE-optimized memory repli- computing for 10T has evolved through the years to what we
cation protocol(s) that relies on pulling the memory regdic  know today as Edge computing [10], [3] or Fog Computing [4].
from the 10T devices instead of pushing the replicas fromThese evolved platforms extend the cloud computing panadig
the devices to the LTE edge cloud. We observe two sourcewith new characteristics such as: location awareness, low
of sparsity in memory replication. The first source is atlatency networking, geographically distributed infrasture,
the network level, where the ratio of the active devices tosupport of mobility, wireless access awareness, and cloud
the total number of devices is small even if the number ofinteroperability [2]. Our work focuses on the efficient dgsi
simultaneously active devices is large under the traffic @od of memory replication protocol for the purpose of compuwtati
defined by 3GPP for machine communication. This source obffloading in the LTE edge cloud with support of massive
sparsity isindependenbn any assumption about the devicesnumber of IoT devices.
memory contents (e.g. spatial or temporal correlation)e Th a) Cloud offloading near the edgeThe idea of augment-
second source of sparsity is at the memory replica levelrgvhe ing resource constrained devices with a resource-richdclou
the deltas of memory replicas typically exhibit few noneer infrastructure accompanied the evolution of mobile corimgut
memory blocks. In RPLISOM , a device sends its updated more than a decade ago [20], [21]. Computation offloading
memory replica to some other neighbor devices using D20with a fine-grain memory replication has been the focus of
communication, while a receiving device compresses all theesearch since then [6], [13], [22], [14]. New forms of cloud
received memory replicas into a single compressed refllea.  platforms (e.g. cloudlets) emerged to provide computing re
edge cloud then selects a number of devices, which is muckources for proximate devices with a minimal communication
less than the total number of devices in the LTE cell, andspull delay. The success of computation offloading to improve the

II. BACKGROUND



computational capacity and energy consumption in themieter | 'oT device# 10T applications and service layer
of things era is conditioned by the limits of the underlying Memory | |
networking technologies that support memory replicatiomf Block
massive number of devices (see results in [23], [24]). Our ‘
work investigates these limitations, architectural etioly and p2b
protocol design to support cloud-centric 10T services and
applications at LTE eNB. yP—
b) Massive 10T devices in LTE The energy consumption Block
and delay performance characteristics of Internet of Ting
(Machine Type Communication) in LTE has been one mairFig. 1: Proposed Memory replication architecture in LTEA-A with
focus of the cellular networks research and standardizatioMobile Edge Computing and Device to Device communication.
efforts [8], [25]. Particularly, the delay and energy chara
teristics of the LTE random access and uplink transmission
procedures resemble the major bottlenecks under network: o qata (memory replica) using radio resource biock
overload from massive number of 10T devices [9]. The exiptin ee Fig. 6). Then, a memory replica (received packets at the
approaches to improve the LTE performance in such overloa

LA ST o . E cell) passes through multiple stages of packet forweydi
situation focus on finding improvements for existing uplink ¢, 4n & [ TE cell through the serving gateway, to the packet
transmission mechanisms [17], [8]. Our work is related to '

these research efforts as we anticipate the impact of the LT ata network gateway, to the Internet routers, to the datece

bottlenecks on the memory replication performance, hencg uters until it finally reaches a cloud computing node that

cloud offloading. Our oroposed protocol Evecific to the osts a virtual machine - corresponding to the IoT device -
1ing. prop p 5p . that updates the replicated memory block. The current LTE
memory replication trafficand not to any uplink traffic type,

and its validity is conditioned by the evolution of Devia-t architecture is well optimized for voice and data packet €com

. > . munication. However, given the service requirements of 0T
Device Communication technologies [11], [26], [27]. TheHT 1,1 4ing the support of: massive number of devices, reduce
aware design of the proposed memory replication protocol

Eomplexity, and power efficiency, the LTE architecture ig no
reduces the dependency on the LTE random access procediig - for cloud computing offloading for loT servicesian
and requires significantly less number of control channels.

¢) Compressed Sampling in networkingOur work is applications which requires tighter delay bounds on packet

o . transmission.
an application of the theory of sparse recovery in compresse

sampling [28], which has several applications in netwagkin .
Approaches to a decentralized compression of networkef: Proposed Architecture
data has gained a lot of attention in the last decade [15] We propose to address the LTE architectural bottlenecks
and had applications in: network coding [29], [30], sensorby deploying local cloud computing resources within the
measurements collection [31], [32], [16], network tomqang ~ radio access network based on the mobile cloud computing
[33], and medium access [34]. The application of compressegaradigm [10]. Once the device memory replica reaches the
sensing in such applications utilizes the sparse propesfithe LTE eNB, it becomes available to the loT services and
data in different forms. In sensor networks, for examplatispp ~ applications deployed at these local cloud resources. This
and temporal correlations of sensor measurements are fihe marchitectural change improves the cloud responsiveness by
sources of sparsity [31] which requires finding a networkdistributing the cloud resources geographically closeh® t
transformation to sparsify the network data (e.g. usinglgra 10T devices (Fig. 1) and paves the road ip:an improved
wavelets, or diffusion wavelets) [15]. Our work relies omth [0T services and applications resiliency by splitting theud
sparsity of having a limited number of simultaneously aetiv resources to local resources (to devices) and global ressur
devices out of a large number of devices at the network levelconventional cloud)ji) simplified analytics and big data by
besides the sparsity of having a limited number of non-zer@apturing key information from devices with possible direc
memory blocks in memory deltas at the memory level. Theselevice accessji) reduced latency as applications react faster
sources of sparsity do not require any particular transftion  to devices and context changes away from possible congestio
to sparsify the memory replicas. in other parts of the LTE network other than the radio network
andiv) optimized cloud protocols that are aware of network
information (e.g. radio conditions, performance statsstiand
technology limitations).

1) Technical ChallengesSeveral technical challenges per-

The current LTE architecture performs specialized procesdain to this LTE edge cloud architecture such as: the design
ing that supports radio communication with LTE devices andof highly distributed applications, support of optimized-a
traffic back-hauling. When an IoT device, in an LTE cell, plications and virtual machines portability, integratioloud
offloads its computation to a cloud computing platform, it security with current 3GPP-security requirements and -prac
carries out LTE network access and uplink data transfer pratices, improving applications and cloud hardware resileeto
cedures including: initiating a random access, sendingkipl match 3GPP availability and service continuity requiretagn
scheduling requests, receiving uplink grants, and trattisigi ~ and design of LTE radio interface aware cloud protocols.

Virtual Machine || Virtual Machine || Virtual Machine
..'IQI device#1 loT device#2 loT device#n

Memory replica || Memory replica || Memory replica

.. loT.device#1..] ], loT (ﬁvice #2 10T device #n

V
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The LTE radio interface, in specific, resembles the major loT device @ MEC
bottleneck for efficient memaory replication in LTE edge com-

puting. Three benchmarks capture the system wide efficiency Memory
of a memory replication protocol: the total delay, the total Change
consumed energy, and the total number of control channels RACH walting

required to transfeall the updated memory replicas from all 1. Preamble

the active deviceso the edge cloud (see Section V for a >
detailed description and evaluation). For example, the argm | Processing |
replication efficiency implies minimizing the time a single- 2. RA response

vice waits between two successive replica updates. Dulniay t <

time the the eNB is busy transporting memory replicas from | Processing |

other devices (besides conventional human communication) 3. Connection/Schedule,

N

Several characteristics and observations render an LTie rad Tequest >
interface as the major bottleneck and motivate the design of | Processing |
an LTE-optimized memory replication protocol. ., A Ulgrant

a) Large simultaneous replica updateilthough the _
majority of 10T devices exhibit a memory change every few | Processing |
|

minutes, the massive number of devices per cell results in a Replicas

large simultaneous replica updates per minute. Recent 3GPP
studies on enhancements of LTE for 10T suggest new traffic
models of I0T devices that can cause memory changes every
30 minutes down to 10 seconds in case of major failurefig. 2: Theidle to activescenario: LTE signaling for a replica transfer
which require the design of rapid network access procedurgom the idle mode to the active state.
[35]. Let n denote the number of devices in an eNB, and
k = pn denote the number of devices with an updated replica
at time ¢ (active devices) where is the ratio of the active . ]
devices to the total number of devices in one minute. Under thfrée (Preoiision ~ 0), recent studies suggest that in such
suggested 3GPP models, the parametgpically ranges from hypothetical case the average random access lafstayevice
0.1t0 0.3 (i.e. 1000 to 15,000 simultaneous active devices pefanges from 47 ms to 55 ms (measured from the initiation
minute). The LTE physical layer, besides other system aspec till the first uplink transfer) in such hypothetical collisi free
restricts a large number of simultaneous replica transfees ~ Scenario [5], [9].
to several physical layer design aspects. For example rtlte fi c) Over-allocated scheduling opportunitie®reventing
sounding reference signal periodicity restricts the nundfe devices from transitioning to the idle mode can improve the a
simultaneous active devices so that the eNB is able to egtimacess latency significantly. In such scenario, a device stags
the uplink channel quality with a finite accuracy (see [36] fo dormant state for monitoring the control channels in predefi
more details on physical layer scalability limitations). occasions, and does not need to initiate random accesstexcep
b) Access latency and control channelss the devices if, for example, it lost frame synchronization, or there eer
are not engaged in frequent packet transmission and reogpti nNo uplink resources available to send scheduling requssés (
devices will typically remain in idle mode (not connected to [37]). Optimized discontinues reception/transmissiohiewes
the cell) for a long time to save their energy and reduce th@nergy saving for always connected devices (in dormarg)stat
cell interference. Unfortunately transitioning back frtme idle ~ where devices go into deep sleep and wake up only in prede-
mode to the connected mode results in an excessive acce#sed occasions to maintain, for example, frame synchreniza
latency as every memory update involves an initiation of thgion and decode other control channels. Fig. 3 illustratptica
random access procedure (see Section 5.1 in [37] for detaitéansfer from the dormant state where the device first iienti
on the random access procedure). We refer to this scenarfb Scheduling opportunity and sends an uplink scheduling re-
as theidle to active scenario. Every device accessing thequests. Once, the LTE cell allocates uplink radio resouiwes
network from the idle mode transmits and receives at least fo the device, the cell sends an uplink grant message to theedevi
control messages (illustrated in Fig. 2) : the random aceess to start its transfer. We will refer to this scenario asdioemant
quest (device initiates the procedure), random accessmesp t0 activescenario. This procedure exhibits the least possible
(cell acknowledges the request and assigns initial ressjyrc latency, but ideally requires allocating scheduling opyaities
uplink connection/scheduling request (device requestmlup for n devices, which is not necessarily feasible for a large
resources), and uplink grant (cell allocates uplink resesifor ~ number of devices (see [36] and [37]) and is inefficient due
data transmission). Random access requests can alsoecollido the unnecessary allocation of control channels as we will
Let L denote the random access opportunities per second anddetail in Section V.
denote the random access requests per second, the prigbabili  d) Untraceable memory change& memory replication
of collisions during the random access procedure is given bprotocol can be pull based, where the edge cloud initiates th
the Preoision = 1 — e~ 7/L [5]. Even if an operator was able replicas transfer through paging the loT devices, hence the
to increasd. such that the random access initiation is collisionrandom access procedure is not initiated and the scheduling
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Fig. 3: Thedormant to activescenario: LTE signaling for a replica
from the dormant state to the active state.
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requests are allocated only for pulled devices. With theerir

a and serves, devices® , a devicei is directly connected to
E{Neigh(i)} = nmr? on average, wherg = Z denote the
network density.

IV. MEMORY REPLICATION PROTOCOLS

The main intuition behind the proposed&R ISOM memory
replication protocol is to recognize that during a shortetim
interval, the memory replicas of all the devices in an eNB
resemble a sparse vectoar, of lengthn that hask non-zero
entries which represent replicas frénactive devices. We refer
to this observation athe sparsity at the network levefience.
it is possible to recover all the replicas (the vecigrfrom
few memory replica samples < n by the use of compressed
sampling reconstruction algorithms [12], [15]. Efficieeplica
recovery is possible with compressed sampling: if we design
a low complexityprotocol that samples the replicasoher-
ently with few control channelsand if we treated the memory
replicas ashlocks of finite precision floating numbeirsstead
of low level binary bit streams. These insights enable the
development of the proposed pull based memory replication
protocol that doesot have to learn which devices are active

LTE specification, the cell can page a device to initiate anyith an updated memory contents, while it pulls only memory
uplink transfer. There are two challenges accompanying thireplicas from a number of devices thatfis lessthann. The
process. First, the paging process is not ideal and involvegrotocol works as follows (see Fig. 4 for the messages flow).

latency, collisions, and capacity challenges that are fisudt
as the random access procedure. Second,

the edge cloud to determine which devices are active to pu

replicas from, without initiating unnecessary paging ollipg
replicas from all the devices in the worst case.

2) Architectural Rule of D2D CommunicatioWe address

the previously discussed challenges by designing a pu#as
memory replication protocol using D2D communication (in

specification starting 3GPP Release 12) and compressed sam-

pling (Section 1V).Architecturally, 10T devices can commu-

nicate directly with each other using the licensed cellular

spectrum (in-band), or the unlicensed spectrum (out-bdnd)

band D2D can use the same operating band of the LTE cell in
an underlay mode or a different band in an overlay mode. D2D

communication requires: interference management, resour

allocation, and device discovery services that devices can

perform autonomously or by the LTE infrastructure assistan

(i.e. small and home cells other than the macro cell in Fig. 1)

[11].

In the proposed architecture, device pairs can communicate

autonomously in parallel with low power radio. Typicalliet
D2D transmission poweF);»4, is a fraction of mW (e.g. 1 mwW

[38]). A device is also capable of communicating with a group

of devices in multicast, and the total time required in tfans

ring a replica from one device to the other is comparable to

the idle to active scenario (Fig. 2). Letdenote the maximum
communication range of the LTE D2D technol8gy device
is connected to aVeigh(i) = {j : Dist(i,j) < r} neighbor

set, whereDist(i,j) denote the Euclidean distance between

any two devices andj. With an LTE cell that covers an area

2Early commercial solutions show LTE D2D communication mangp to
500 meters and we assume< 200 meters.

it is not trivial fo

é. Proposed Protocol
Suppose that devices are active and updated their memory.
Let p denote the memory page of a devioghich is split intol
blocks that are represented as finite precision floating musab
1. An active devicé, upon updating at timet, performs
the following:

1.1. creates théth memory replicay; € R, as:z; =
float(device : i, time : t, memory : p), where
float is a function that casts the replica bits to a
fixed point floating number.

1.2. pushesr; to randomly chosen neighbors in a

multicastD2D communication.

2. A receiving neighbor devicg performs the following:
2.1. solicits memory replicas periodically from neigh-
bor devices until it receives at least =
O(log(n/k)/e updated replicase(e (0,1)) from
N C Neigh(j) neighbor devices,
2.2. aggregates all the received replicas into one com-

pressed replica; = ¢j;z; + > yien djizi and
stores onlyy;, where¢; € R is a predefined
signature that the LTE edge clourdtially gener-
ates and assigns to thieh device upon declaring
another devicé as a direct neighbor,

The LTE edge clougerforms the following:

3.1. randomly selectsr = O(klog(n/k)) out of n
devices,
3.2. sends pulling requests to the selected devices

using pre-scheduled uplink grantsuch that: the
eNB can pull a devicej only at (j mod m)

33GPP suggests ~ 1 square Kilometer as detailed in [35].



occasions in the LTE frame, and the uplink grantsof d (step 2.1) for an accurate recovery by the theory of sparse
include initial radio block allocation information compressed sampling recovery [28], [39].
for uplink transfer. The matrix® shall satisfy theRestricted Isometry Property
4. A devicej remains in the dormant state and decodedRIP), to ensure the correctness affit1som and an accurate
possible uplink grants only &t mod m) occasions; replicas recovery. . o _
otherwise it remains in deep sleep to save energy. If _ Definition 4.1: An m x n matrix & is said to satisfy the
is pulled, it transferg; using the assigned radio blocks /P (¢) if, for any vectorz that is k sparse, there exists a
in its uplink grant (further dedicated control channelsconstan® such that
ensure that a radlo_ (;(_)nd|t|0rjs optimized radio blocks 1 =8zl < [Pz, < |2llq
allocation after the initial assignment).
5. The LTE edge cloydupon receiving the replica sam- An accurate recovery is possible if the matdx is sparse
ples, finally recovers thé updated replicas by solving and satisfies th&P(1) property (see Theorem 4 in [28] for

the {;-minimization problem: formalism).
Theorem 4.1:The m x n signature matrix®, with m =
minimize ||z |1 subjectto ®x =y, O(klog(n/k)) andd = O(log(n/k)/¢), satisfies theRIP(1)
* property ford = 2e.
where z is the n x 1 column vector such that it Proof: see Appendix A. [ |
th element corresponds to the original repliga y is Numerically, a correct recovery depends on the exact num-

the m x 1 column vector such that itg-th element ber of neighbors/, to which a device sends its memory replica
corresponds to the compressed repfigaand ® is the  in step 1.2 (i.e. the value ej and the number of active devices
m x n matrix such that its element in thgth row k. Intuitively, ask decreases, a device needs to send its replica
and thei-th column corresponds to the signatgrg or ~ to more neighbors to ensure information incoherence and a
equals zero if such signature was not used in computingorrect recovery. Fig. 5 shows the probability to recover a
y; (i.e. j did not receiver;) or the cloud never defined single replica (out of) with at most one-bit error and suggests
it (i.e. 7 is not a direct neighbor tg). that it is sufficient to designl = 2log(n/k) for an accurate
replicas recovery.
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Fig. 4: Proposed memory replication protocol. o
B. ReEpLISOM Improvement Through Utilizing Memory Spar-

sity

1) Protocol CorrectnessThe REPLISOM memory replica- It is possible to further reduce the communication overhead
tion protocol is an application of the theory of compressedf REPLISOMby utilizing the sparsity of memory pages deltas.
sampling with sparse measurement matrices [28]. The derrecConsider two consecutive memory pages of an 10T deyige,
ness of RPLISOM depends on the properties of tlkematrix ~ andp,;. Typically, the memory page delj@csa = pri1 —pe
(step 5 in the protocol) from the compressed sampling theoryepresents ah vector of memory blocks where there are only
[12], and the minimum number of direct neighboéeigh (i)| s blocks that are non-zero. We refer to this as $parsity at
of any loT devicei. On the other hand, the computation andthe memory replica level
communication overheads of the D2D communication steps of The straight forward approach to exploit such sparse struc-
REPLISOM (steps 1.2 and 2.1) depend on the minimum valudure of memory page deltas is to scan throyghy. and



represent it using a®(slog(l)) space-efficient sparse vector determinesB; according to its radio condition (translated into
which contains only the non-zero blocks associated withr the a modulation coding scheme) and the total number of alldcate
relative memory addresses. The memory replica of a dévice radio blocks (refer to the Table 7.1.7.1-1 and Table 7.11712
then constructed ag = float(device : i, time : t, memory : from [36] for details). It is sufficient for our scope to asseim
Pdelta). AS the device initially sendg, in full to the edge that the transport block size is the same for all devices and i
cloud, the cloud simply constructs subsequent pages frotime independent. We refer to the transport block sizé3as
Ddelta (€.9-P1 = Pdelta + Po)- This approach is not efficient for ~ Separate dedicated and common control channels are re-
a large enougl as one must associates every non-zero bloclsponsible for the transport of the radio interface control
with its relative memory page address (i.e. requiegsl) bits)  messages. The uplink half frame contains the Physical Wplin
for sparse representation pfc;.. Control Channel (PUCCH) which carries the uplink schedulin
We propose to use compressed sampling to exploit theequests, which a device uses to request for the PUSCH
sparsity of memory page deltas. Compressed sampling esquirresources. Generally, each subframe can contain up to
w = O(slog(l/s)) bits to represent the-sparse memory simultaneous scheduling requests from differéntlevices.
deltas. This approach does not require scanning thrpygh Moreover, the uplink half frame contains occasions of the
and works as follows: Physical Random Access Channel (PRACH) which carries the

1. the cloud generates a random Gaussiandemsbew x [ random access request information for the initiation of the
matrix, T;, for each device and sendsr; initially to random access procedure (see Section 5.7 in [40] for random

the i-th device (a random matri¥; is sufficient for ~access timing). . . .
exact recovery, see [12]), T_he downlink half frame carries two main cpntrol _|nfor-

2. a devicei initially includes itspy in its replicaz;, mation that are necessary for uplink transmission. Fired, t

3. as the device updates its memory, it construgtes random access response in the Downlink Share;c_j Con_trol
z; = float(device : i, time : t, memory : p¢), where Channel _(DL—SCH) which is addressed to a specific _dewce
¢ = TiPdeltas that previously sent a random access request. The time be-

4. upon recovering;, as discussed in the memory repli- tween sending the random access request and receiving the
cation protocol, the cloud recoveps.;. by solving the ~random access response is the average random access delay,

I1-minimization problem: T, (Average PRACH delay ir_1 Fig. 6). The collisions during
. , . random access, the contention resolution procedure, and th
minimize || paeia |1 subject o Yipeita = p°, propagation delay determine the actual valugofAssuming

Pdelta

) ) ) a collision free random access, recent studies suggedts tha
5. finally, the cloud determines the full memory replica of - is petween 47 ms and 55 ms [5], [9]. The second control

the devicep; 11 = pacita + pi- information is the uplink grants which is sent on the Dedidat
Downlink Control Channel (PDCCH) that is designated to a
V. BENCHMARKS AND NUMERICAL EVALUATION specific device which previously sent an uplink scheduling

Before defining and evaluating the performance metrics foféquest. Upon receiving a scheduling request it takes 10
REPLISOM protocol compared to thalle to activeand the ~MS (Time to schedule in Fig. 6) to process the request at the
dormant to activescenarios (Fig. 2 and Fig. 3), we first review €NB and send the uplink grant to the requesting device. The

the LTE radio frame structure, timing, control channelsg an €NB schedules an uplink transmission for any device after
data channels. Ty > 4 ms (Time to transmit in Fig. 6) from receiving its

uplink grant.

A. The LTE Frame and Channels

The LTE time division duplex frame has an overall durationB' Memory Replication Performance
of 10 ms and consists of two half frames (downlink and Three performance metrics determine the efficiency of the
uplink) each of 5 ms duration and a half frame consists ofmemory replication fronk simultaneous active devices in mo-
five subframes each of 1 ms duration. Each subframe carridyle edge computing. Firsthe total allocated control channels
physical control and data channels that carries logicateals ~ Which defines the total number of control channélsthat the
information (see Section 4.5 from [37] for detailed mappingeNB allocates for d_ev[ces to access the netwqu f’;\nd inidiate
of logical channels to transport and physical channelsg Thuplink data transmission. Secorttie total replication delay
capacity and timing of these channels specifies the latencyhich measures the total tinie = Y% | T 4 Tdaa that is
and energy consumption in replica transfers to the mobiieeed required to update thé replicas; where for a devicg 77
cloud. Fig. 6 illustrates the LTE frame along with the typica denote the access latency dfg*® denote its replica transfer
timing of these control and data information. time. Third,the total consumed energyhich measures the to-

The Physical Uplink Shared Channel (PUSCH) is the traffictal energyF = Zle Prox X TP+ Py X TP+ Piaer x Ti2¢ to
channel used for an uplink data transmission. The PUSCHipdate the; replicas; whereP,, and7;* denote the consumed
containsg radio blocks in each subframe for data transmis-power during a reception and the receive time of devidg
sions from at mosy simultaneous devices. According to its and7;* denote the consumed power during a transmission and
measured radio condition at timgethe:-th device can transmit the transmit time; and®,,. and T}nact denote the consumed
at mostB; bits defined as the transport block size. The devicepower during an inactivity and the inactive time at whiatmly
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Fig. 6: LTE time division duplex frame timing and main chalisne

Symbol | Definition Default Value / Range active devices. Although this behavior, minimizes the gela
n total devices pesmall cell 1000 7 Up t0 50000 and power consumption, it significantly wastes the network
a__| coverage area F‘)’;eyeﬁ‘l 60 me“fof)l/ e — 50000 | resources as it requires the allocatiomaf k control channels.
pe=y REPLISOM pulled devices = 2k log(n/k) In theidle to acti\_/escenario, the eNB allocates four control
d D2D neighbors d = 2log(n/k) channels per device (a random access request, random access
z fggizdgl'(')“ciSfege“re:ffbf?:r’nse“bf’ame - /1? i 18‘361832} response, scheduling request, and uplink grant) requising
B transport block size per radio block | 408 bits / 16 to 584'(see 3GPP) total 4% _ContrOI chan_nels. AlthOUQha t_hIS scales Ilnearly with
7 memory replica size 512 bytes /16 to 2048 bytes | k, as k increases this scenario requires a greater number of
s 'cﬂoen:‘?gs;iz"f: ﬁg:fssl'% 0-“_’20-11 F‘gl(}?;l channels than those required bg® 1som . Moreover, if the
S I et S L random access occasions, are not sufficient compared to
Pex consumed power during transmit 200 MW the random access intensity the number of control channels

Pinace | consumed power during inactivity 10 mw used in theidle to activescenario increases significantly due

Pjyoa consumed power during D2D 0.1 mwW to collisions
Ty average PRACH delay (collision free| 50 ms /47 to 55 '

T, time to schedule 10 ms

T time to transmit 4 ms 1400 1

TABLE I: Parameters summary and values for numerical evaluations. 1000 T
.............................. . .
1000f 7 -
7
rd
7

monitors the control channels in an optimized Discontirsiou
Reception (DRX) mode. Table | summarizes all the used

800 -,

Allocated control channels C

parameters, and the notation definitions with their nunaéric 600

values that are used in our following evaluation. Table Il a00l

summarizes the three benchmarks, based on the timing and oo

the channels definitions in Fig. 6, for our proposed memory 200t P -Idlepto Active (collision free PRACH)
replication protocol, RpLisOM , with and without applying M Dormant to Active

compressed sampling on the memory deltas and compared to 0 : ‘ ‘ ‘ ‘ ‘
theidle to activeanddormant to activescenarios (Fig. 2 and 0 0 100 150200 250 300
Fig. 3). Active devices k

1) The total allocated control channelSince, RePLISOM _Fig. 7 Alloc_ated control char_mels for the proposed prota@oompar-
requires onlym device to be pulled, while each device N9 conventional LTE scenarios.
consumes one uplink grant message, the eNB allocates a
less number of control channelsn) compared to using
conventional LTE procedures for the uplink data transfer 2) The total replication delayGiven the LTE current pro-
(see Fig. 7).Unlike the conventional LTE procedures which cedures, thelormant to activescenario achieves the lowest
require a number of control channels that scales linearly,in possible uplink replication delay that one can hope for (on
the number of channels inERLISOM scales logarithmically the expense of wasted control channels). Similarly,idie to
in n. In the dormant to activescenario, the eNB allocates active(under the collision free assumption) scenario resembles
scheduling occasions to all devices whether these devices our assumed LTE worst case performance. In both cases the
will use them or not in addition td: uplink grants to the total replica transfer time is given bgdata = gkx% for all the



Memory replication C T [ms] E [pJ]

REPLISOM m 24xL 4 M + (;"Xxé> Paoa XL +m ( inact X Tt + Pex 55 + Prx)
REPLISOM (with compressed replicas) m 2dxw 4 w + Py2a XY +m (P,nact x Ty + P % + P,x)

Idle to Active (collision free random access) 4k w + J’”XX}; k (Pinact (Ty + Ts + Ty — 1) + P (E + 2) + 2Px'x)
Dormant to Active (ideal with no random accesp)n + k | 2% + M + ;;g k (Pinact (,J—X‘b S+ T+ Tt) + Py (1 + %) + Prx)

TABLE II: Benchmarks of proposed memory replication pratisccomparing current LTE generic uplink transmission prhges.

k active devices since the number of radio blocks needed to 14007 — ———

transmit anl-bits replica isl/ B, and the network can transmit 12001 ___Reg| isom (compressed replicas) .7

at mostg blocks simultaneously. The total access delay in the = =Idle to Active (collision free PRACH)|  *

idle to activescenario is given byracc = FX(ATATiE2) @ 1000 L Dormnant o Active ‘

which is dominated by the average random access d@lay, =

per device. While in thelormant to activescenario the access >, 800F

delay is significantly reduced as it only takes: two subframe ® I

for sending a scheduling request and receiving an uplinktgra % 600

T, subframes to schedule the uplink graftsubframes to start S 400

the uplink transmission, anfl subframes between successive

scheduling occasions for up todevices to access the network 200t

simultaneously (i.eT¢ = =7 + M 0 ‘ ‘ | | | |
ReEPLISOM reduces the total delay reqwred to start replica 0 50 100 150 200 250 300

transmissions in two ways. First, as active devices sentasp Active devices k

to their neighbors in parallel it takes no more thz#%l sub- Fig. 8: Total replication delay,

frames for the devices to construct replica samples regssd| T '

the number of active devicés (step 2.2). Second, as it only

takes one uplink grant message to pull the replica sampes fr 2000 -

the devices, it requires; + 1 subframes beforé devices start —Replisom

to transmit their replica samples (step 4). On the other hitued - 'gicl)infl‘; ﬁ“t‘gvzc(&"‘gmn free PRACH)

total time that is required to transmit all replicas is gcmrt

by the values ofn andl as7Td% = mxxé As the replica size
increases, the total delay of the proposed protocol becomes
strongly dependent on the uplink data transmission phade an
is observably greater than the total delay in th@mant to
active scenario (see Fig. 8). Fortunately, the sparse structure
of memory page deltas improves this undesired behavioravher
the total size of data transmission improves hy/d factor. In

general, the smaller the replica-size, the improved toédeyd

15001

Total delay T (ms)
5
o
o

]
o
o

we observe compared to the conventional LTE scenarios. This 0 \ \ \
restricts the applicability of RPLISOM to replication of tiny 10? 10° 10* 10°
sized memory pages (see Fig. 9). Fig. 8 shows that for the Replica size | (Bytes)

same replica sizé, the proposed protocol (with compressed Fig. 9: Replica size impact on delay.

replicas) exhibits a total replication delay as ttieal dormant
to active scenario and is slightly better lagspproache$.3n.

3) The total consumed energihe total consumed energy
of REPLISOM is generally worse than the conventional LTE and to ;5 + 7% + T; subframes in thedormant to active
scenarios because it requires devices to become active scenario. For a replica transmission, a device consufes
compared td: devices in the conventional LTE scenarios (seepower for a duration ofl/B subframes, that is reduced to
Fig. 10) although the energy consumed per device during a /B if the sparsity at the memory level is utilized, compared
single replica transmission is significantly less. To sds, th tol/B+2 andi/b+1 in theidle to activeand thedormant to
consider the inactive, transmit, and receive duration afgle  active scenarios respectively. A pulled device, IrEFRISOM
device in the total consumed energy of Table Il. IaBfRIsom , consumes less energy at each pulling occasion, but since a
, a device first transmits its replica to its neighbors with adevice becomes active more often than in the conventiorial LT
low power for a duration of/B subframes. Then, the device scenarios it consumes more energy on a longer term.
consumesP,,,.¢ power for a duration of7y; compared to Fortunately, the energy consumption disadvantagessfilR
T, + Ts + Ty — 1 subframes in thddle to activescenario soM does not hold true for small enough memory replicas



(tiny replicas). This is illustrated in Fig. 11 where energy 4)Impact of Different ParametersThe earlier discussion
consumption improves by reducing the replica size, which wenfluenced the impact of the transport block siZe,on the
also attain by utilizing the sparsity at the memory level.ths  delay and energy consumption. It is obvious that as the radio
memory replicas become smaller, the less energy consumpti@onditions improve andB increases the total delay shall
per a single device activity becomes the dominant energgecrease and the device shall consume less energy (as it
factor. transmits for a shorter duration); but how the radio cooditi
Generally, REPLISOM has delay and energy advantageshence the transport block size, does influence the delay of
over the conventional LTE scenarios if: the replica size isREPLISOM compared to the conventional LTE procedures?
sufficiently small, or an LTE operator is limited in the numbe The poor radio conditions significantly reduce the transpor
of resource blocks for control channels. Both conditiorss ar block size, B, and render the proposed protocol to exhibit
of significant practical importance. Although there can be agreater delay than thille to activescenario. However, for
large number of 10T devices, an individual device generallymoderate and good radio conditions and for the same memory
replicates a small sized data objects (see example applisat replica size,l, the delay improves rapidly, so as the energy
in [5]). Additionally, the number of radio blocks that are consumption, to approach tltrmant to activeperformance
allocated for control channels is limited by the maximumas shown in Fig. 12.
LTE bandwidth (20 MHz) and it is generally in an operator

0 100 200 300 400 500 600
Transport block size B

interest to allocate most of the radio blocks as data blogks f 120001 o
. . . —Replisom
conventional network users that have tough quality of servi —--Repl isom (compressed replicas)
requirements. 10000 — -Idle to Active (collision free PRACH)
N R Dormant to Active
20 E 8000+
—Replisom -
5 —==Replisom (compressed replicas) P “ P 6000 |
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Fig. 12: Transport block size impact on delay.

0 ‘ ‘ ‘ ‘ ‘ |
0 50 10AOctiveldSe?/iceszl(<)o 250 300 The total number of radio blockg, that are available per
, subframe also improves the total delay cf/R1som, but has
Fig. 10: Total consumed energy. no impact on the energy consumption. As the radio resources
available to the eNB increase (e.g. increase bandwidtl), th
delay decreases rapidly. However, if the radio resources ar
- limited as in the scenarios where human communication con-
——Replisom sumes most of the available radio resources, the total aélay
L= -Idle to Active (collision free PRACH) REPLISOM becomes worse than théle to activescenario.
----- Dormant to Active

VI. CONCLUSION

We propose RpPLISOM , a cloud resources augmented
eNB architecture with an LTE-optimized memory replication
protocol for the Internet of Things applicationsER.ISOM
works with the in-place LTE technologies and the emerging
D2D technologies to efficiently replicate tiny-sized mesnor
pages from a massive number of devices as fast as possible
with the minimal control channel requirements via the spars
reconstruction in compressed sampling theosPRsoMalso
utilizes the sparsity at the memory level to further improve
the delay and energy consumption. With extensive numerical
evaluations of the delay and energy consumption benchmarks
Fig. 11: Replica size impact on power. we demonstrate the benefits oER.ISOM to overcome the
LTE bottlenecks that arise from simultaneous access otdsvi
for memory replication.
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APPENDIXA
PROOF OFTHEOREM4.1

In this appendix we prove thad satisifies theRIP(1)
property, hence recovers all memory replicasaccurately
(Theorem4.1). If one shows thdt relates to the adjacency
matrix of an expander graph, then it satisfies tRéP(1)
property. LetG = (U, V, E) be a leftd-regular bipartite graph,
whereU is its set of left verticesV is its set of right vertices,
andE C U x V is its set of edges, such that every left vertex
in U has exactlyd neighbors inV.
Definition A.1: A left-d-regular bipartite graphG =
(U,V,E) is an(k, d, ¢)-expander if any se$ C U of at most
k vertices has at leagt — ¢)d|S| neighbors.
ASSUME
1. G =(U,V,E) is the leftd-regular bipartite graph such
that:U represents all the 10T devices and’ represents
all them selected devices by the edge cloud, a left node
1 is connected to a right nodgif the later received the
replicax; (in step 1.2 or 2.1), and! is the adjacency
matrix such thatd;; = 1 iff (i,j) € E

2. WV is a random ii.dm x n matrix such that¥;; o<
1/d and® = A o ¥ (o denote matrix element-wise
multiplication)

PROVE: G is an(k, d, ¢)-unbalanced expander

Proof:

1. The probability that a left vertex has at leastd

neighbors for a network density= - is given by

d

Pr(|Neigh(i)| > d) = <1 _ Z (7771'27" )Zepﬂ2>

=0

(see Theorem 2 in [41] for details)

for a dense network (e.g. = 50000, a = 1, r = 0.2),
i has at least! neighbors almost surely

for S C U such that|S| < k and M C V such

that |M| < m, the neighborhood of is completely
contained inM with probability

d|s|
Pr(Neigh(S) C M) < <%)

G is not an expander ifM| < (1 — €)d|S]
Let Pr’ denote the probability thak is not an expander
and is bounded by

3 () Za) (52

n andd = O(log(n/k)/e), thenz < & and



