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Translation is hard!

zi zhu zhong duan
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self help terminal device

help oneself terminating machine

el Ll (ATM, “self-service terminal”)

2



Translation is hard!

Research g

GOU



Translation is hard!

I

—————— o
|l"-."‘.‘

Slip carefully

Google



Goo

Research

gle

Translation is hard!

Illl‘."‘.““

Slip carefully




Translation is hard!
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or even...
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or even...

clear evidence that MT is used in real life.
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How do people translate!?

|. understand the source language sentence

2. generate the target language translation
mir 5 Ak BT T =K
Bushi  yu  Shalong juxing e huitdn

Bush an.d/ Sharon hold [past] meeting
with
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mft 5 Ak ®T T =K
Bushi  yu  Shalong juxing e huitdn
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How do people translate!?

|. understand the source language sentence

2. generate the target language translation

h and/

with Sharon hold [past] meeting
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How do people translate!?

|. understand the source language sentence

2. generate the target language translation
it 5 Mk F¥T T K
Bushi  yu  Shalong juxing e huitdn

Bush an.d/ Sharon hold [past] meeting
with

“Bush held a meeting with Sharon”
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How do compilers translate!?

|. parse high-level language program into a syntax tree

2. generate intermediate or machine code accordingly

X3 =y + 3;
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How do compilers translate!?

|. parse high-level language program into a syntax tree

2. generate intermediate or machine code accordingly

assignment
identifier expression ;
I
X3 / | T~
expression 4 expression
l |
identifier number
I I
y 3
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How do compilers translate!?

|. parse high-level language program into a syntax tree

2. generate intermediate or machine code accordingly

assignment
x3 = » / statement \
identifier expression ;
I
X3 / I \
expression 4 expression
l |
/ identifier number
I I
LD R1, id2 y 3
ADDF R1, R1l, #3.0 // add float
RTOI R2, RI1 // real to int
ST idl, R2
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How do compilers translate!?

|. parse high-level language program into a syntax tree

2. generate intermediate or machine code accordingly

assignment
identifier expression
I
3 - Comp |Iers
express|on .\ , Prlnglgl’e;().roel;hnlques
| }
/ identifier
I
LD R1, 1id2 y
ADDF R1, R1l, #3.0 // add float
RTOI R2, Rl // real to int
ST idl, R2

Alfred V. Aho
Ravi Sethi

syntax-directed translation (~1960) [t



Syntax-Directed Machine Translation

|. parse the source-language sentence into a tree

2. recursively convert it into a target-language sentence

Bushi yuu Shalong jiuxing le huitan
Bush aer/ Sharon hold [past.] meeting
with
GOUSI€ (Irons 1961; Lewis, Stearns 1968; Aho, Ullman 1972) ==> (Huang, Knight, Joshi 2006) 7
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Syntax-Directed Machine Translation

|. parse the source-language sentence into a tree

2. recursively convert it into a target-language sentence

[ o |
,' . £ ‘)“ ..
y = R
3 | > s y -
\ " e
4 N r
Tagp >

NP VPB
— ] T — [
NPB CC NPB VV AS NPB
| | | | | |
Bushi yuu Shalong jiuxing le huitan
Bush 2and’  Sharon hold [past.] meeting
with
Google (Irons 1961; Lewis, Stearns 1968; Aho, Ullman 1972) ==> (Huang, Knight, Joshi 2006) 7
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Syntax-Directed Machine Translation

® recursive rewrite by pattern-matching __L
NP z3:VPB
> II:MNPB
— o ylﬂ
NP VPB — 1 T3 Wwith x9
T ]

NPB CC NPB VV AS NPB
| I I I I I
Bushi yu Shalong jixing le huitén
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Syntax-Directed Machine Translation

® recursive rewrite by pattern-matching Ip

N”PB
) :1:1:MNPB
’ % z
NP VPB — x1 T3 With z9
T R — |

NPBY=CC == NEPB VV AS NPB
I | | I I I
Bushi yu Shalong jixing le huitdn

GOU8[€ (Huang, Knight, Joshi 2006); rules from (Galley et al., 04) 8
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Syntax-Directed Machine Translation

® recursive rewrite by pattern-matching Ip

-—'—-'-----_—_-__-_-__-——-
NP z3:VPB
ey ™

z1:NPB CC ' z,:NPB
I
yil

NP VPB 21 2 with 2
,,_.—-—"""'—7-\'"\-\ M
NPBY CC " NPB' VV AS NPB

| | | I I I
Bushi yuu Shalong jixing le huitan

GOU8[€ (Huang, Knight, Joshi 2006); rules from (Galley et al., 04) 8
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Syntax-Directed Machine Translation

® recursive rewrite by pattern-matching __L
NP z3:VPB
b ml:MNPB
— g ylﬁ
NP VPB — Xy T3 with zs

. CC [ NPB VV AS NPB
| | | I I I
Bushi yuu Shalong jixing le huitan

I —I
= - -
~~ ———

iy

v vPB € 7~ .o~
NPB T— with NPB

| VV AS NPB |
Biishi T | Shaléng

Jlixing le huitdn

GOU8[€ (Huang, Knight, Joshi 2006); rules from (Galley et al., 04) 8
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Syntax-Directed Machine Translation!?

® recursively solve unfinished subproblems

NPB VPB with NPB
Buishi VV AS NPB Shalong

I I I
juxing le huitdn

Research



Syntax-Directed Machine Translation!?

® recursively solve unfinished subproblems

NPB VPB with NPB
Buishi VV AS NPB Shalong

I I I
juxing le huitdn

Research



Syntax-Directed Machine Translation!?

® recursively solve unfinished subproblems

Bush VPB with NPB
M |
VV AS NPB Shaléng
I I I
juxing le huitdn PR
] T
VV AS  x.:NPB
I I
Jjlxing e
— held o
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Syntax-Directed Machine Translation!?

® recursively solve unfinished subproblems

Bush VPB with NPB
VV AS ['NPB Shaléng
I I I
juxing le huitan o
e T—
’ Vv AS [EpNFPB
| |
Jjuxing e
— held o

GOU8[€ (Huang, Knight, Joshi 2006); rules from (Galley et al., 04) 9
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Syntax-Directed Machine Translation!?

® recursively solve unfinished subproblems

Bush VPB with NPB

I I |
Juixing le hultan

. VPB
P L
’ i vv  AS [N
| |
held NPB jiixing  le
| — held x;
huitan

GO£)gl€ (Huang, Knight, Joshi 2006); rules from (Galley et al., 04) 9
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Syntax-Directed Machine Translation!?

® continue pattern-matching

Bush held NPB with NPB
| |
huitdn Shalong

GOU8[€ (Huang, Knight, Joshi 2006); rules from (Galley et al., 04) 10
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Syntax-Directed Machine Translation!?

® continue pattern-matching

Bush held NPB with NPB
| |

huitdn Shalong
a meeting Sharon

GOUS[€ (Huang, Knight, Joshi 2006); rules from (Galley et al., 04) 10
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Syntax-Directed Machine Translation!?

® continue pattern-matching

Bush held a meeting with Sharon

GOUg[€ (Huang, Knight, Joshi 2006); rules from (Galley et al., 04) 'l

Research



Syntax-Directed Machine Translation!?

® continue pattern-matching

Bush held a meeting with Sharon

GOUg[€ (Huang, Knight, Joshi 2006); rules from (Galley et al., 04) 'l
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Pros: simple, fast, and expressive

® simple architecture: separate parsing and translation

® efficient linear-time dynamic programming
® “soft decision” at each node on which rule to use
® (trivial) depth-first traversal with memoization

® expressive multi-level rules for syntactic divergence
(beyond CFG)

IP
.—-———_——__——_—__——F—_—.——-‘—-—.——-"‘"——-—.
NP VPB
— ] — |

NPB CC NPB VV AS NPB
I | l | | |
Bushi yu Shalong juxing le huitdn
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Pros: simple, fast, and expressive

® simple architecture: separate parsing and translation

® efficient linear-time dynamic programming
® “soft decision” at each node on which rule to use
® (trivial) depth-first traversal with memoization

® expressive multi-level rules for syntactic divergence
(beyond CFG)

1P
————_——__——_—_A_.—-_——_——'——-——.
NP VPB
br 2 e S — |

NPB: €G> NPH VV AS NPB
I | l | | |
Bushi yu Shalong juxing le huitdn
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Pros: simple, fast, and expressive

® simple architecture: separate parsing and translation

® efficient linear-time dynamic programming
® “soft decision” at each node on which rule to use
® (trivial) depth-first traversal with memoization

® expressive multi-level rules for syntactic divergence
(beyond CFG)

IP
—-—”_'——__——_—_-—---_-__-—__--——"——-——
NP VPB
br 2 e S — |

NPB: €G> NPH VV AS NPB
I | l | | |
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Pros: simple, fast, and expressive

® simple architecture: separate parsing and translation

® efficient linear-time dynamic programming
® “soft decision” at each node on which rule to use
® (trivial) depth-first traversal with memoization

® expressive multi-level rules for syntactic divergence
(beyond CFG)

IP
..--'"'--H-"""-..
NPB r3:VPB

NPB CC NPB VV AS NpB @B L =N

l | | | | | yil
Bushi yu Shalong jlxing le huitdn — 21 3 with 2o

GQUS[Q (Huang, Knight, Joshi 2006); rules from (Galley et al., 04) 12
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Cons: Parsing Errors

® ambiguity is a fundamental problem in natural languages
® probably will never have perfect parsers (unlike compiling)

® parsing errors affect translation quality!

Google E



Cons: Parsing Errors

® ambiguity is a fundamental problem in natural languages
® probably will never have perfect parsers (unlike compiling)

® parsing errors affect translation quality!

emergency exit
Google  or “safe exports™? .



Cons: Parsing Errors

® ambiguity is a fundamental problem in natural languages
® probably will never have perfect parsers (unlike compiling)

® parsing errors affect translation quality!

S

I.'\ i il $ .

LCAREFULLY MEET

emergency exit mind your head
Google  or “safe exports™? or “meet cautiously”? |



Exponential Explosion of Ambiguity

| saw her duck.

Google 14
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Exponential Explosion of Ambiguity

| saw her duck.

Google 14
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Exponential Explosion of Ambiguity

| saw her duck.

Go« )gle | 4
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Exponential Explosion of Ambiguity

| saw her duck.

® how about...

® | saw her duck with a telescope.

® | saw her duck with a telescope in the garden...
Google 14

Research



Exponential Explosion of Ambiguity

| saw her duck.

P
NN/

® how about...

-

® | saw her duck with a telescope.

® | saw her duck with a telescope in the garden...
Google 14

Research



Exponential Explosion of Ambiguity

| saw her duck.

L
AN AN AN

® how about...

® | saw her duck with a telescope.

® | saw her duck with a telescope in the garden...
Google NLP == dealing with ambiguities. 14
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Tackling Ambiguities in Translation

Research



Tackling Ambiguities in Translation

® simplest idea: take top-k trees rather than |-best parse
® but only covers tiny fraction of the exponential space
® and these k-best trees are very similar
e.g., 50-best trees ~ 5-6 binary ambiguities (2> < 50 <29)

very inefficient to translate on these very similar trees

Research



Tackling Ambiguities in Translation

® simplest idea: take top-k trees rather than |-best parse
® but only covers tiny fraction of the exponential space
® and these k-best trees are very similar
e.g., 50-best trees ~ 5-6 binary ambiguities (2> < 50 <29)
very inefficient to translate on these very similar trees
® most ambitious idea: combining parsing and translation

® start from the input string, rather than |-best tree

® essentially considering all trees (search space too big)
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Tackling Ambiguities in Translation

® simplest idea: take top-k trees rather than |-best parse
® but only covers tiny fraction of the exponential space
® and these k-best trees are very similar
e.g., 50-best trees ~ 5-6 binary ambiguities (2> < 50 <29)
very inefficient to translate on these very similar trees
® most ambitious idea: combining parsing and translation
® start from the input string, rather than |-best tree

® essentially considering all trees (search space too big)

® our approach: packed forest (poly. encoding of exp. space)

® almost as fast as |-best, almost as good as combined
G\Qg 1816 15
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Outline

® Forest-based Translation
® Packed Forest
® Translation on a Forest
® Experiments
® Forest-based Rule Extraction

® Large-scale Experiments

Research



From Lattices to Forests

® common theme: polynomial encoding of exponential space

® forest generalizes “lattice/graph” from finite-state world
paths => trees

graph => hypergraph; regular grammar => CFG

— VP16
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S(b)
N
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/- h . SS(b) "\LR—G/."-_ S(a) _-_'-_"‘-—--___ / \
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Packed Forest

® a compact representation of many many parses
® by sharing common sub-derivations

® polynomial-space encoding of exponentially large set

VP ¢
A

€1

_ - . VBD12 NPo3 PP3g
NP 5 PP3 ¢ ! VP

oI | SAW hlm 3 With4asmirr0r6

GOL)g[€ (Klein and Manning, 2001; Huang and Chiang, 2005)



Packed Forest

® a compact representation of many many parses
® by sharing common sub-derivations

® polynomial-space encoding of exponentially large set

nodes > VP16 hyperedges

a hypergraph P o, VBDi1» NP3 PPse
NPQ,B PPB,G ! VP1,6

oI | SAW hlm 3 With4asmirr0r6

GOUg[€ (Klein and Manning, 2001; Huang and Chiang, 2005)



Forest-based Translation

TP 6
e
S—
NP 3
e
NPB[}: 1 CCL 9 NPB& 3
Bashd yii Shaléng

“and” / “with”

eeeeeeeee

VPB3 ¢

VV3 4

Juzing

-
AS,L 5 NPBE,! 6

le huitan



Forest-based Translation

T e

BN —
NPBs 3 VV3 4 AS4 5 NPBs 6

Bushi yu Shaléng  juzing le huitdn
#tt 5 W T T A

Google  “and” / “with”

Research
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Forest-based Translation

pattern-matching [P
on forest NP z3:VPB
(linear-time in forest size) z:'NPB CC  z,:NPB
|
yﬂf — I1 I3 with o
5
“and”

- TN N
NPBD: 1 CCL 9 Pl, 9 NPBQ: 3 VVB: 4 AS4J_ 5 NPBE:, 6

/
!
/
!

Bushi yu Shaléng  juzing le huitdn
#tt 5 W T T A

qufz,,)gle uandn / “With” 20
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Forest-based Translation

pattern-matching [P
on forest NP z3:VPB
(linear-time in forest size) z:'NPB CC  z,:NPB
|
yﬂf — I1 I3 with o
5
“and”

- . N
NPB[}: 1 CC]_! 9 Pl, 9 NPBQ: 3 VVB: 4 AS4J_ 5 NPBE:, 6

/
!
/
!

Bushi yu Shaléng  juzing le huitdn
#tt 5 W T T A

di&h)gle uandn / “With” )|



Forest-based Translation

pattern-matching [P
on forest NP z3:VPB
(linear-time in forest size) z:'NPB CC  z,:NPB
|
yﬁf — I1 I3 with o
5
“and”

- . N
NPB[}: 1 CC]_! 9 Pl, 9 NPBQ: 3 VVB: 4 AS4J_ 5 NPBE:, 6

/
!/
/
!/

Bushi YU Shaléng  juzing le huitdn
#tt 5 W T T A

di&h)gle uandn / “With” )|



Translation Forest

IP
..-""...-'.‘-‘-""'--.
NPB r3:VPB
1 — '] I3 with .

z1:NPB CC z.:NPB

%,
NPBg CCi2 P12 NPB3 3 VV3.4 AS45 NPBE.. 6

GOL)g[€ 22
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Translation Forest

IP
..-""-..-“-‘-"“'--.
NPB r3:VPB
—T —(&1 @z with z2

z1:NPB CC z.:NPB

Vil

o )
e,
B
s -~ [\
R -
s s

Y
NPBoy CCio P12 NPBaz VVis  ASss5 “6NPBsg

Google 2

Research



Translation Forest

IP
..-"'-..-ﬁ-‘-"‘-.
NPB r3:VPB
1 — '] I3 with .
z1:NPB CC z.:NPB

“held a meeting”
VPBS 6

—

, \
NPBg CCi2 P19 NPB3 3 VV34 AS4 5 €6 NPB; ¢

“Bush” “Sharon”
Google 22




Translation Forest

IP
_-______.--""--.____‘--
NPB r3:VPB
T — &1 x3 with z

‘ . ) ' z1:NPB CC z4:NPB
Bush held a meeting with Sharon : | -

IPp ¢

Vs
NPBg CCi2

“Bush” “Sharon”
Gougle )

Research



The Whole Pipeline

Input sentence
l parser

%]

)

n .

0 pattern-matching w/
O translation rules (exact)
-

9 translation forest

U

8 integrating language models

(cube pruning)
translation+LM forest
Alg. 3
| -best translation k-best translations

Google (Huang and Chiang, 2005; 2007; Chiang, 2007) 23



The Whole Pipeline

Input sentence
l parser

parse forest

forest pruning

pattern-matching w/

) translation rules (exact)

translation forest

packed forests

integrating language models

(cube pruning)
translation+LM forest

Alg. 3

| -best translation k-best translations
Google (Huang and Chiang, 2005; 2007; Chiang, 2007) 24



Parse Forest Pruning

® prune unpromising hyperedges

® principled way: inside-outside

® first compute Viterbi inside f, outside «

® then af(e) = &(v) + c(e) + B(u) + B(w)
outside
® cost of best deriv that traverses e (V)

® similar to “expected count” in EM

€

AA

GOL)g[e Jonathan Graehl: relatively useless pruning inside inside

Research

® prune away hyperedges that have

aB(e) - xp(TOP) > p

for some threshold p

25



Small-Scale Experiments

® Chinese-to-English translation
® on a tree-to-string system similar to (Liu et al, 2006)
® 3|k sentences pairs (0.8M Chinese & 0.9M English words)
o G|ZA++ aligned
® trigram language model trained on the English side
® dev: NIST 2002 (878 sent.); test: NIST 2005 (1082 sent.)
® Chinese-side parsed by the parser of Xiong et al. (2005)
® modified to output a forest for each sentence (Huang 2008)

® BLEU score: |-best baseline: 0.2430 vs. Pharaoh: 0.2297

Coogle 2
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k-best trees vs. forest-based

|.7 Bleu improvement over |-best,
0.8 over 30-best, and even faster!

T T T T | | | |
0.260 - pdz]_z k = ~6.1x108 trees n
0.258 |- n

o 0.256 N

& 0.254 ~2>5<1O4 trees a

T _

2 0252 | [P k=30 -

5_] 0250 | “k=10 k=100 _

m  0.248 n
0.246 decoding on forest = n
0.244 - L 1-best on k-best trees Bl
0.242 Ed | | 1 l | | =

0 5 10 15 20 25 30 35

Gooc average decoding time (secs/sentence)

Research



forest as virtual o0-best list

® how often is the ith-best tree picked by the decoder?

o 25 | | | ! | | I | ! suggested by
§ 30-best trees Mark Johnson
Eﬂ T - —
3 20 forest decoding
5 (~6.1%x108 -best)
s 15 -
)
oo
kS
QDJQ 10 | N -g I -g b
8~ 9\ 8 9\ Q
= 0 0 Ny
<D 5 B —_ e o 0 8
= 2 S 328
o N — o =
ol | ag) N

0

0 10 20 30 40 50 60 70 80 90 100 1000
Rank of the tree picked in n-best list

28



wait a sec... where are the rules from?




wait a sec... where are the rules from?

Xiaoxin
MGy X <=> be careful not to X

L

p carefully




wait a sec... where are the rules from?

Xidoxin gou Xidoxin
/Gy 3] <=> be aware of dog /UGy X <=> be careful not to X

*

\11-1'“‘“-‘

Slip carefully




wait a sec... where are the rules from?

JJNOVWP <=> be careful not to VP

JJ\Cy NP <=> be careful of NP

Xidoxin gou Xidoxin
/Gy 3] <=> be aware of dog /UGy X <=> be careful not to X

#
s,

é"f'efully




Outline

® QOverview: Iree-based Translation
® Forest-based Translation

® Forest-based Rule Extraction

® background: tree-based rule extraction (Galley et al, 2004)
® extension to forest-based

® |arge-scale experiments

EEEEEEEE
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Where are the rules from?

® source parse tree, target sentence, and alignment

® compute target spans

IP
“Bush .. Sharon™
—
NP VPB
“Bush LI with Sharon™ “held .. meeting”
| T T
NPB CC NPB \"AY% AS NPB
“Bush” “with” “Sharon™ “held” “held” “a meeting”

o

"
-
-

~~~
-

-
-

«
Bush held a meeting with Sharon
Google GHKM - (Galley et al 2004; 2006)
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Where are the rules from?

® source parse tree, target sentence, and alignment

® well-formed fragment: contiguous and faithful t-span

IP
“Bush .. Sharon”
———'--._—---—-—_ —_—
NP VPB
“Bush LI with Sharon™ “held .. meeting”
_.--"'----T--—_-'“--.., ______.--""-7-‘-"“--—________
NPB CC NPB \"AY% AS NPB
“Bush” “with” “Sharon” “held™ “held” “a meeting”

| [ I | | |
Buishi yii Shalong  jixing le _huitdn

Bush held a meeting with Sharon

Research



Where are the rules from?

® source parse tree, target sentence, and alignment

® well-formed fragment: contiguous and faithful t-span

Research

‘admissible = P
set “Bush .. Sharon”™
——-—'_'--—-----_—_ —
NP VPB ><£
“Bush LI with Sharon™ “held .. meeting”
_.--"'----T--—_-'“--..,
NPB CC NPB VvV AS NPB %0
“Bush” %o % “Sharon” %O “held” “held” “a meeting”
| | |
Buﬁh: yﬁ Shafﬂng Jlixing le  __huitan
' JEPPEE N
Bush held a meeting with Sharon
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Where are the rules from?

® source parse tree, target sentence, and alignment

® well-formed fragment: contiguous and faithful t-span
IP

. o .I-_P _.———""__A\—._
admissible 8 NP £4:VPB
set “Bush .. Sharon" T
___________-—— z1:NPB z5:CC z3:NPB
NP VPB >€ — T] T4 To T3
“Bush LI with Sharon™ “held .. meeting”

_-—-'-----T----‘-“-—-_
NPB CC NPB VvV AS NPB 7
“Bush” “Sharon” “held™ “held™ “a meeting”

B S Wi Wy | |

Buﬁh: yﬁ Shafﬂng Jlixing le _huitdn

-
-
i - = -
-
| _— -

* ———————— - -
-
Bush held a meeting with Sharon

GO& )8[6 32
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Where are the rules from?

® source parse tree, target sentence, and alignment

® well-formed fragment: contiguous and faithful t-span

Research

admissible P>t
set “Bush .. Sharon”™
——-—'_'--.----—-__ —
NP VPB €
“Bush LI with Sharon™ “held .. meeting”
_.--"'----T--—_-'“--..,
NPB CC NPB \'A" AS NPB %0
“Bush” %o %O “Sharon” % “held”  “held”  “a meeting”
| | I
Buﬁh: yﬁ Shafﬂng Juxing le __huitdn
\ JEPPEE P
Bush held a meeting with Sharon
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Where are the rules from?

® source parse tree, target sentence, and alignment

® well-formed fragment: contiguous and faithful t-span

Research

IP
— P =% _
admissible NP 24 VPB
set “Bush .. Sharon™ T
S e £1:NPB  z5:CC  3:NPB
NP VPB >€ — 1 T4 To I3
“Bush LI with Sharon” “held .. meeting™
----______-—-T-—-_______‘-‘-‘-
NPB CC NPB \A" AS NPB /
he E L] bk LL 1 L ER
“Bush” “Sharon™ |ld th a merung —
W y . A V"\-‘r .A.S H "']PB
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Forest-based Rule Extraction

® same cut set computation; different fragmentation
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Forest-based Rule Extraction

® same cut set computation; different fragmentation
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Forest-based Rule Extraction

® same admissible set definition; different fragmentation
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Forest-based Rule Extraction

® same admissible set definition; different fragmentation
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Forest-based Rule Extraction

® forest can extract smaller chunks of rules
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Forest-based Rule Extraction

® forest can extract smaller chunks of rules
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The Forest? Pipeline
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The Forest? Pipeline
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Forest vs. k-best Extraction

1.0 Bleu improvement over |-best,
twice as fast as 30-best extraction

0.254 ~108 trees -
0.252 |

0.250 I
0.248 I-. .-
0.246 |- -
0244 _* forest extraction = )
0.242 F1-best 1 pest extraction %~

0.240 — L
0 1 2 3 4 5 6

average extracting time (secs/1000 sentences)

k=30 -
X

BLEU score
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e FBIS: 239k sentence pairs (7M/9M Chinese/English words)

Forest?

® forest in both extraction and decoding

® forest? results is 2.5 points better than |-best?

® and outperforms Hiero (Chiang 2007) by quite a bit

translating on ...

c
o | -best tree
g’ 30-best trees
: forest

\ 4

Hiero

Google

>

| -best tree forest

0.2560 0.2674

0.2634 0.2767

0.2679 0.2816
0.2738
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Translation Examples

Ll
1)

® sIC HMIE/R W 5 FRDERE K R

Baowéir shio yu Alafate huitan hén zhongyao
Powell say with Arafat talk very important

® |-best? Powell said the very important talks with Arafat
® forest? Powell said his meeting with Arafat is very important

® hiero Powell said very important talks with Arafat
QQUgle 4]
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Conclusions

® main theme: efficient syntax-directed translation

® forest-based translation
forest = “underspecified syntax”: polynomial vs. exponential
still fast (with pruning), yet does not commit to |-best tree

translating millions of trees is faster than just on top-k trees
® forest-based rule extraction: improving rule set quality
® very simple idea, but works well in practice

® significant improvement over |-best syntax-directed

® final result outperforms hiero by quite a bit

Google 2



Forest is your friend in machine translation.

help save the forest.

More “forest-based” algorithms in my thesis (this talk is about Chap. 6).
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Larger Decoding Experiments (acy)

® 2.2M sentence pairs (57M Chinese and 62M English words)
® |arger trigram models (1/3 of Xinhua Gigaword)
® also use bilingual phrases (BP) as flat translation rules

® phrases that are consistent with syntactic constituents

® forest enables larger improvement with BP

| -best tree

30-best trees

forest
improvement |.7 2.1
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