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Consecutive vs. Simultaneous Interpretation

consecutive interpretation simultaneous interpretation
multiplicative latency (x2) add/t/ve latency (+3 secs)

a5 \ . -
s:multaneous mterpretatlon IS
extremely difficult

very few simultaneous interpreters
world-wide (AlIC members: ~3,000)

each interpreter can only sustain for
at most 15-20 minutes

-~
fity Coungil. =

.. the best interpreters can only cover
~60% of the source material



https://www.youtube.com/watch?v=2vfpRO2mw9k

Tradeoff between Latency and Quality
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® Our Breakthrough in 2018: Prefix-to-Prefix Framework =
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* Flexible (Adaptive) Translation Policies , W _
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® Part ll: Towards Speech-to-Speech Simultaneous Translation
® (Pipelined) Speech-to-Speech Simultaneous Translation
® Direct Simultaneous Speech-to-Text Translation

® Part lll: Multimodal Models
® Multimodal Speech/Text Pretraining

® Multimodal Vision/Text Simultaneous Translation



Our Breakthrough in 2018

Baidu World Conference, Nov. 2017 Baidu World Conference, Nov. 2018
full-sentence translation (latency: 10+ secs) low-latency simultaneous translation (latency: ~3 secs)
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Main Challenge:Word Order Difference

® e.g. translate from Subj-Obj-Verb (Japanese, German) to Subj-Verb-Obj (English)
® German is underlyingly SOV, and Chinese is a mix of SVO and SOV

® human simultaneous interpreters routinely “anticipate” (e.g., predicting German verb)

ich bin mit dem Zug nach Ulm gefahren

I am with the train to Ulm traveled Grissom et al, 2014
I («o.... waiting. . . ... ) traveled by train to Ulm
Bushi zongtong zai Mosiké EludsT zongtong Pujing huiwu
kY 1 Py AN
it B4 7(‘ SHTA '3 BTHr B4 BR =
Bush President ' Moscow with Russian President Putin meet

President Bush meets with Russian President Putin in Moscow
non-anticipative: President Bush  (...... waiting ...... ) meets with Russian ...

anticipative: President Bush meets with Russian President Putin in Moscow



Our Idea (2018): Prefix-to-Prefix & Wait-k

® standard seqg-to-seq is only suitable for b(Yi | X1 oo Xn, Yi1...Yil)

conventional full-sentence MT wource: TI_F0_00_F)_.00  seqto-seg
\
® we proposed prefix-to-prefix framework grget: @D :--
tailed to tasks with simultaneity L
I 2 3
® special case: wait-k policy: translation is source: | — — — —
. \ \ prefix-to-prefix
always k words behind source sentence itk
target: —> LR (wait-k)

I 2

® decoding this way => controllable latency b(yi | X1 vr X Vi)
i | eoe Rjt+k-1,)l...)il

® training this way => implicit anticipation on the target-side

Bushi zonhgtong zal Mosiké Eluést zongtong Pdjiing huiwu
i B4 T 2 EHHE '3 BB B9 ER =E
Bush President in Moscow with Russian PreS/dent Putin meet

Mingbo Ma

. El¥2 " President Bush meets with Russian President Putin in Moscow



Research Demo

L RMAE S FRIRKE

lang zemin expressed his appreciation

jiang zémin duil fa guo zong tong de laihua fang wen biao shi gadn xie

N N N 4 LZS X Ayl m——

1 FER X EE B /Y KL 1h|0] = Bas
jlang zemin to French President’s to-China visit express gratitude

jlang zemin expressed his appreciation for the  visit by

00
Bai.éSResearch This is just our research demo. Our production system is better (shorter ASR latency). 5



Summary and Roadmap

® “prefix-to-prefix” is the first framework tailed to simultaneity (incremental on both sides)

® first genuinely simultaneous translation model (rather than full-sentence model)

® very easy to train;scalable and replicable; quickly became the standard approach, replacing RL

- | Simultaneous Translation:

Recent Advances and Remaining Challenge:

..O‘
B Bai Y Research

e ACL 2019 Keynote; ACL 2020: | st AutoSimTrans workshop; IWSLT 2020: shared taéka

® simultaneous translation is now a hot problem, esp. in industry (Google, FB, MSR, ...)

45

® since 2018: many active research areas 40 - # of researchers in
. simultaneous translation
® adaptive translation policies i courtesy of Hua Wu
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10

® simultaneous speech-to-text and speech-to-speech translation s -

2016 2017 2018 2019 2020
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Part | (b): Towards Adaptive Translation Policies

(B. Zheng, et al., ACL 2020) ﬁ\
o

(B. Zheng, R. Zheng, et al., ACL 2019) "
(B. Zheng, R. Zheng, et al., EMNLP 2019) “

Baigong Zheng Renjie Zheng



Latency-Accuracy Tradeoff of Wait-k Policies

Chinese input:

Pinyin:

Word-by-Word
Translation:

Simultaneous
Translation (wait 3):

Simultaneous
Translation (wait 5):

Baseline
Tranlation (gready):

vion (veerm : |
Tranlation (beam 5):

® smaller k: faster (lower latency) but could be too aggressive (lower quality)

® |arger k: slower (higher latency) but more conservative (higher quality)

® Q: what’s the optimal k? What about adaptively change this k?



ldea | (ACL 2020): wait-k with adaptive K

® wait-k policies are simple and effective

Source —»

yéxu bu | yinggai dui fuzeé

® can we change k dynamically in decoding? | K| miE | 9 b | 0k [

probably| not | should | for | this | be responsible

® READ (wait) or WRITE (commit output)

based on model confidence

probably ; wait-1
- E . I Iv“"" - . . I

should

not

be

<+—— )abie]

® prob. of the top-| word > threshold!?

responsible

for

® if confident enough,WRITE (k--)

this

® not confident enough, READ (k++)

(B. Zheng et al., ACL 2020) 13



Experiments
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ensemble top-3 CXPIESS sympath famllleq of
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(AL=2.3) sincere 10 the

wrong

anticipation
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ldea 2 (ACL 2019): Policy as Model (“READ” as a word)

R —

the —» \V'z{11=

the —» \V/z{11=

target

target

learn —» )V 2{01=

good —> \W/RlHI=

on —p \i=1=
one —P» \2{II=

learn —» )/ 2{01=

good —> \//Z{Hl=

on —p \i=1=
one —P \W2{II=

)
vocabulary

vocabulary

source prefix “policy-as-model”
Bushi zongtong zal Mosiké
ﬁ 1-|_ 7 AT) = é 7_ % y \ﬁ *’I’
Bush President n Moscow

President Bush

target prefix
(B. Zheng, R. Zheng, et al., ACL 2019). . . 15



Summary on Fixed and Adaptive Policies

® most previous work uses RL, but is found to be not replicable

® we introduced four simple and effective approaches

fixed-latency policies adaptive policies

Grissom et al. (2014);
Cho & Esipova (2016); Satija & Pineau (2016);
Gu et al. (2017); Alinejad et al (2018); ...

Dalvi et al. (2018);

bl AL tost-time wait-k (Ma et al. 2018)

Arivazhagan et al. (ACL 2019)
simultaneous MT model wait-k (Ma et al. 2018) idea 2: B. Zheng et al. (ACL 2019)
idea 1: B. Zheng et al. (ACL 2020)




Part |l: Towards Simultaneous

Speech-to-Speech Translation

(a) Pipelined Approach
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Mingbo Ma Baigong Zheng Renijie Zheng

(M. Ma, B. Zheng, et al., EMNLP 2020 Findings)

(R. Zheng, M. Ma, et al., EMNLP 2020 Findings)

(b) Direct Approach

Junkun Chen Renjie Zheng Mingbo Ma

(J. Chen, M. Ma, et al., ACL 2021 Findings)

(R. Zheng, J. Chen, et al., ICML 2021)



Part ll(a): Speech-to-Speech Simul. Trans. Pipeline

® text-to-text simultaneous MT is a toy problem; should be speech-to-speech
® all three modules (ASR, MT, TTS) need to be incremental/simultaneous

® streaming ASR is widely available as APIs

® we just made simultaneous MT possible

® need incremental (streaming) TTS
® major challenge in making the whole pipeline work: latency (cf.Will’s talk)

® |Jatency will accumulate across sentence boundaries (lagging more & more)

® need to automatically “summarize” when falling behind

simultaneous

streaming Incremental
, ey Speech text-to-text President Bush ... (=) (&l (oL A - ol
source speech stream recognition source text stream translation target text stream speech target speech stream

1 W




Incremental Text-to-Speech (TT5S)

(2018/2019) (2019/2020)

target speech

source speech (RTERIIIN source text,  (STIEREINNN target text | ((RTTEENE
ASR M text-to-text MT TTS

(5 text/phonemes ‘ ——— ’@@ AEEER (:-—-I full sentence

human

WA AAAA

~w~ spectrogram V3 Ao A
-%— wave
) audio play )= 1) )= )i -- > o) =p full-sentence TTS

fime input latency ——»|€«—— computational latency —>» @
G}) text/phonemes @@@ ==J| E—_—i-) iIncremental with lookahead-1
~AA spectrogram VAN N A ee e e e Ao kp =1 incremental TTS
.%_ wave W*VN« ------ W. k2 —
o) audio play ) =9 o) > 1) > W)} - - > 1) =

time — —————————————) - s s s s s ss s s oo

I:'antggcy I(.:a(;renn%l;f time saved

(Ma et al., EMNLP 2020 Findings)



Challenges in Simultaneous Speech-to-Speech

® fixed wait-k is problematic in both slow and fast speeches

® slow speech: introduce unnatural pauses

® fast speech: accumulating latencies across sentences, lagging more & more behind

slower source speech
adjusting TTS speech rate

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
-

src speech i is not a good idea!
tat speech e
Dy e . Dl Speech Rate MOS
unnatural pauses P > 0.5% 2.00 £ 0.08
--------------------------------------------------------- 0.6 X 2.32 4+ 0.08
faster source speech 0.75 % 2.90 = 0.07
Q... N— QU .- S e SENGED, Original | 4.01 £ 0.08
srcspeech D@ @ @ @ 8006 Lo 1.33x | 3.344 0.08
E e orriinnn s, WP 1.66 X% 240 + 0.09
tgtspeech ; EH W W9 - ; [ 2.0 2.06 £ 0.04
latency G e

(R. Zheng et al., EMNLP 2020 Findings) 20



Self-Adaptive Speech-to-Speech Simultaneous Translation

® our speech-to-speech system achieves much lower latency and higher
quality than professional simultaneous interpreters in the UN (En=>Ch)

Time Os 1s 2Ss 3s 4s 5s

| I | | I I
Input Mr Chairman in all our work on conventional arms control theinternational community is aided by civil SOC
Human *E

BA] = = L EVER 2| 1 TR N

llIL
Jat
L
[T

-

SAT-3 (this work)

human interpreter
30 -
9
@ 25 - BN
-
-
our system m
20 -
i
+6.5 BLEU 1
15 - ! human
R 2.05__,

o 1 2 3 4 5 6 7
Latency (seconds)
21



Part ll(b): Direct (non-pipelined) Speech-to-Text

® Streaming ASR still causes the vast majority of errors in the pipeline

® streaming ASR is fundamentally more challenging than offline ASR (no bidirectional models!)

® esp.in code-switching: (zh-to-en) “to-B” =ASR=>“1 18" =MT=> “earth-forcing”

® recovering from ASR errors (esp. homophones); directly speech-to-speech w/o text-to-text!
® Simultaneous Direct Speech-to-Text Translation

® avoid error propagation

® reduce latency (single model instead of two)
Junkun Chen Mingbo Ma Renjie Zheng

® challenge: how to segment source speech?

simultaneous

streaming Incremental
W sSpeech text-to-text President Bush ... (> (& (oL I T TR
source speech stream recognition source text stream translation target text stream speech target speech stream

-y




Direct Speech-to-Text Simultaneous Translation

® challenge: speech segmentation (a)

® previous work cascaded

® assume fixed # of words within
a certain # of speech frames (b)

Ren et al,. 2020

® or use CTC-based segmenter  Mea.20069
()

our
method

® two separate but synchronized decoders
(streaming ASR & simultaneous ST)

® our work

® streaming ASR beam search to guide, but
not feed as input to, simultaneous ST

® streaming ASR result also useful (caption)

unstable results

58 @ @ -

...........
""""""""
‘v
.
»

wait-2 LA & A ........................

streaming speech input

.
“
.....
"""""""""""""

~-O® @ @

......

extra

A A AakE

(Chen et al., ACL 2021 Findings)

wait-k

/éé\ policy
streaming speech input

wait-k

policy

streaming speech input

wait-k
policy

23



Decoding Policy: Streaming ASR-guided Wait-k

beam search
» step index

streaming ASR

I 2 3 4 5 6 7/

A. B—>C" D—>E—»e >< F

~ASR 2 |G H IX } o c K
Prall . >< ><

B + top®(nezt(B, 7)) 3 L M N O ¢ P—Q

shared speech
representations

hypotheses
in beam

i

4

Figure 3: An example of streaming ASR beam search

speech T downsampling

encoder rate 7" chunk size False ) . . .
T < with beam size 3. LCP is shaded in red (¢ cp(B7) =3);
L++ — SH is highlighted in bold (¢sy(B7) = 5). We use o to
S represent empty outputs in some steps caused by CTC.

‘——" two sub-policies:

P A A (@) Longest Common Prefix (LCP) — more conservative
yi Y2 --- Yi-1 Yt (b) Shortest Hypothesis (SH) — more aggressive

« = = B e &
| st chunk 2nd chunk  3rd chunk  4th chunk

streaming input speech chunks

® wait-k needs to know # of source “words” in speech: ask ASR beam search

® speech-to-text decoder does not depend on ASR output (only “# of words™)

24



En-to-Zh Example

English ASR: but then two weeks later she called me she said did you know that if you move to states you change your name and gendermarker
Stable (LCP): but then two weeks later she called me she said did you know that if you move to states you change your name and gendermarker

Gold transcription: but then two weeks later she called me she said did you know that if you move to the united states you could change your name and gender marker

L B8 WA S, M 04 OR B, C MR AE X BTR £ XE WE R K BF A M8 RS 2
L vt (B A G, M W, R ANE 1B, AR R B XE , R TN BE R K BF A MB RS B 2

Translation:
pavatl AR WA E , o ER, MR AOEXEBFARERY XE , R TN KT RO BFE M R AR 2

SHwaits (Re gEm = g B, " 4R ADE 1B, fR M EE , R N KT R N BF A MR RS 1B 2
B2 , BEBNEHE , W IRE AR, b E, "HMOEB, R MM ER, R XS RN SF 0 4L
BE , BAE , b TRE L H , th B, " (R AE 3, 0B 4B ER, 7 2T /RO BF M 4 L
B FE S, it FTEIE 4 B, i B, squot; R AE 1B , WP /R M B ER , R KT R N BF F ML L 13
LSENENST (Be EEE fE , #h B, squot; fR ALE 13 , MR R M B EE , /7 TN HT R M BF A M3 RS B 2 squot;
Gl A Z/E X FTEIE 44 B, i ¥, squot; fR AIE MB /R BE B EE , M 4 AN & — B8F , HE KT R B M3 AR 4 2

Reference:

® “the united states” (;%) =ASR=> “states” =MT=> [E|Z

® another ASR (not shown):“the united states” =ASR=> “united” =MT=> =Hx

® SH policies faster than cascaded

25



En-to-De Example

EnglishASR: can 1 be on this 1 don 't love that question
Stable (LCP): can 1 be on this 1 don 't love that question

Gold transcription: can 1 be honest 1 don 't love that question

LCP wait-3
Translation:

SH wait-3
Translation:

Kann ich ehrlich sein ? Ich liebe diese Frage nicht .

Kann ich ehrlich sein ? Ich liebe diese Frage nicht .

Kann i1ch da sein ? Ich liebe diese Frage nicht

Kann i1ch da sein ? Ich liebe diese Frage nicht

Full-sentence-E2E-ST

Tranlation (beam 1): @I ich ehrlich sein ? Ich liebe diese Frage nicht .

Rgmmﬂ.Darf ich ehrlich sein ? Ich mag diese Frage nicht .

eference:
chunk index 1 2 3 4 S 6 end

Gold transcript | can I be honest SIL I don 't love that question SIL

Gold translation | Darf ich ehrlich sein ? Ich mag diese Frage nicht .

Streaming ASR can I be on this I don ’t love that question

simul-MT wait-3 Kann ich da sein ?’ Ich liebe diese Frage nicht .
SH wait-3 Kann ich ehrlich sein ? Ich liebe diese Frage nicht .
LCP wait-3 Kann ich ehrlich sein 7 Ich liebe diese Frage nicht .

® ASR error (“honest” =>"on this™) propagated to MT

® direct system is also faster (lower latency) in generating “Ich liebe diese Frage”



Part |ll: Multimodal Models
for Simultaneous Translation

multimodal pretraining for speech translation vision-aided simultaneous translation

courtesy of L. Specia
NOT MY WORK!

|
\ .
v ~
v
4 N
“

Renjie Zheng Junkn Chen Mingbo Ma

Lucia Specia’s group

(R. Zheng, J. Chen, et al., ICML 2021) (Caglayan et al., EMNLP 2020)



Part lll(a): Multimodal Pretraining for Speech Translation

® here: direct full-sentence speech-to-text translation MAM
. . ° ) _ - :
next: direct simultaneous speech-to-text translation voveas SOUICE Abundant
® |[imitation of direct speech translation speech
® large-scale parallel speech translation data is rare \ .
® but abundant data for ASR and text MT source oo
Scarce 1 EAT-MLM transcription®
® we propose a Fused Acoustic and Text Masked ERNIE
Language Model (FAT-MLM)
® encode source speech and bilingual text into a unified target =M=
representation with self-supervision transiation Abundant

® first speech-and-text multi-modal pretraining

28



Example |

Source those are their expectations of who you are not yours

Reference AMEMINMAMEBENTNEFMA IR E S Y E]EE

those are there expectations to do you are not yours

Cascade

Translation RMEHEHFEMEN,MRAE M,

XEZMANXIRAEAE, A2 R HE




Example 2

Source she is not welcomed neither by father nor by mother

/II~|’
r%ll
el
ME
/IF

Reference g AN I, L1t 2B X 2

she’s not welcomed neither by father narby mother

Cascade

ML
Vil

Translation gt AN Xk A FE 48 R EE -

ML
Vil

H ARIBRE, BARETHHOE

30



Part lll(b): vision-aided simultaneous translation

® English=>French/German/... simul translation needs to anticipate

® gender marking of the pronoun (un/une; ein/eine)

. Lucia Specia’s group
® the head noun (a big house => una casa grande) Caglayan et al., EMNLP 2020)

® almost impossible for small k in wait-k
wait-1 English=>German

® idea: image can help you anticipate! SRC: a young brunette woman ...
NMT : ein junger briinette frau ...
wait-1 English=>French MMT : eine junge briinette frau ...

Gender Adj-Noun
D 1 Marking Reversal

_ SRC: a black and white bird ...
—> a —> white —> cat

NMT : un chien (dog) noir et blanc ...
l l l MMT : un oiseau (bird) noir et blanc ...

wait-1 English=>French

un chat blanc



Conclusions

® prefix-to-prefix framework (esp. wait-k policy) is an easy & effective solution

® turned simultaneous translation from obscurity to a hot topic

® adaptive (flexible) policy can improve latency and quality

® making the first steps towards simultaneous speech-to-speech pipeline
® can surpass professional simultaneous interpreters in latency and quality

® direct simultaneous speech-to-text translation
® avoids error propagation from streaming ASR, and reduces latency

® speech translation guided by, but not using input from, streaming ASR beam search
® multimodal pretraining addresses data scarcity for direct speech-to-text

® vision can help you anticipate in simultaneous translation!

32
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