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Background: Consecutive vs. Simultaneous

consecutive interpretation simultaneous interpretation
multiplicative latency (x2) additive latency (+3 secs)
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Background: Consecutive vs. Simultaneous

consecutive interpretation simultaneous interpretation
multiplicative latency (x2) additive /atency (+3 secs)
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simultaneous interpretation is
extremely difficult

only ~3,000 qualified simultaneous
interpreters world-wide

each interpreter can only sustain for
at most 10-30 minutes

the best interpreters can only cover
~60% of the source material




Tradeoff between Latency and Quality
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Industrial VWork in Simultaneous Translation

® almost all existing “real-time” translation systems use conventional full-
sentence translation techniques, causing at least one-sentence delay

® some systems repeatedly retranslate, but constantly changing translations is
annoying to the user and can’t be used for speech-to-speech translation
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one who's really the brains behind
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RESTHESORBIER R S 1<h118), LR
SHRRARR, HARNESR RN,

Baidu, Nov. 2017 (~12 seconds delay) Sougou, Oct. 2018 (~12 seconds delay)



Industrial VWork in Simultaneous Translation

® almost all existing “real-time” translation systems use conventional full-
sentence translation techniques, causing at least one-sentence delay

® some systems repeatedly retranslate, but constantly changing translations is
annoying to the user and can’t be used for speech-to-speech translation

© eEEE

when bug, when Bob Mercer who's, the
one who's really the brains behind

FHARRSTIRRL, X SLEE
RESTHESORBIER R S 1<h118), LR
SHRRARR, HARNESR RN,

Baidu, Nov. 2017 (~12 seconds delay) Sougou, Oct. 2018 (~12 seconds delay)



Industrial VWork in Simultaneous Translation

® almost all existing “real-time” translation systems use conventional full-
sentence translation techniques, causing at least one-sentence delay

® some systems repeatedly retranslate, but constantly changing translations is
annoying to the user and can’t be used for speech-to-speech translation

© eEEE

when bug, when Bob Mercer who's, the
one who's really the brains behind

FHARRSTIRRL, X SLEE
RESTHESORBIER R S 1<h118), LR
SHRRARR, HARNESR RN,

Baidu, Nov. 2017 (~12 seconds delay) Sougou, Oct. 2018 (~12 seconds delay)



Academic Work in Simultaneous Translation

® prediction of German verb (Grissom et al, 2014)

® reinforcement learning (Grissom et al, 2014; Gu et al, 2017)
® |earning Read/WVrite sequences on top of a pretained NMT model
® “encourages’ latency requirements, but can’t force them in testing

® complicated, and slow to train

ich bin mit dem Zug nach Ulm gefahren
I am with the train to Ulm traveled Grissom et al, 2014

| (...... waiting. . . . .. ) traveled by train to Ulm



Challenge:Word Order Difference

® e.g. translate from SOV language (Japanese, German) to SVO (English)
® German is underlyingly SOV, and Chinese is a2 mix of SYO and SOV

® human simultaneous interpreters routinely “anticipate” (e.g., predicting German verb)
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I am with the train to Ulm traveled Grissom et al, 2014
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Our Solution: Prefix-to-Prefix

® seq-to-seq is only suitable for 2 3 4 s
conventional full-sentence MT ourcs: TS TR eqrtemsed
® we propose prefix-to-prefix, tailed to & 4 -4
simultaneous MT 7T Ty
® special case: wait-k policy: translation is ol \_: \_: prefix-to-prefix

—> e m (wait-k)

always k words behind source sentence  t@réet:

® training in this way enables anticipation



Our Solution: Prefix-to-Prefix

® seq-to-seq is only suitable for 2 3 4 s
conventional full-sentence MT ourcs: TS TR eqrtemsed
® we propose prefix-to-prefix, tailed to & 4 -4
simultaneous MT 7T Ty

source. — —
® special case: wait-k policy: translation is N\ prefix-to-prefix

: . = wait-k
always k words behind source sentence  tréet: —> ( )

® training in this way enables anticipation

Bushi zongtong
it B4
Bush President

President



Our Solution: Prefix-to-Prefix

® seq-to-seq is only suitable for 2 3 4 s
conventional full-sentence MT ourcs: TS TR eqrtemsed
® we propose prefix-to-prefix, tailed to & 4 -4
simultaneous MT 7T Ty
® special case: wait-k policy: translation is ol \_: W prefix-to-prefix

: . = wait-k
always k words behind source sentence  tréet: —> ( )

® training in this way enables anticipation

Bushi zongtong zal
it B95R &
Bush President n

President Bush



Our Solution: Prefix-to-Prefix

® seq-to-seq is only suitable for 2 3 4 s
conventional full-sentence MT ourcs: TS TR Jeqtoseq
® we propose prefix-to-prefix, tailed to & 4 -4
simultaneous MT 77T T T

Source. —> —
® special case: wait-k policy: translation is N\ prefix-to-prefix
always k words behind source sentence  t@réet () ==a  (waitk)

® training in this way enables anticipation

Bushi zongtong zal Mosiké
it B4t 7(‘ SRR
Bush President ' Moscow

President Bush meets



Our Solution: Prefix-to-Prefix

® seq-to-seq is only suitable for 2 3 4 s
conventional full-sentence MT ourcs: TS TR Jeqtoseq
® we propose prefix-to-prefix, tailed to & 4 -4
simultaneous MT 77T T T

Source. —> —
® special case: wait-k policy: translation is N\ prefix-to-prefix
always k words behind source sentence  t@réet () ==a  (waitk)

® training in this way enables anticipation

Bushi zongtong zal Mosiké
it B4 7(‘ SLATFY '3
Bush President ' Moscow with

President Bush meets with



Our Solution: Prefix-to-Prefix

® seq-to-seq is only suitable for 2 3 4 s
conventional full-sentence MT ourcs: TS TR eqrtemsed
® we propose prefix-to-prefix, tailed to & 4 -4
simultaneous MT 7T Ty
® special case: wait-k policy: translation is ol \_: W prefix-to-prefix

—> I (wait-k)

always k words behind source sentence  t@réet:

® training in this way enables anticipation

Bushi zongtong zal Mosiké Eludst
it B4 7(‘ SHTAY '3 %% Hh
Bush President ' Moscow with Russian

President Bush meets with Russian



Our Solution: Prefix-to-Prefix

® seq-to-seq is only suitable for 2 3 4 s t
, . Y BN BN N seq-to-seq
conventional full-sentence MT POHTES .
: target: —> LR
® we propose prefix-to-prefix, tailed to o,
simultaneousMT T T e
® special case: wait-k policy: translation is e \_: Ny prefix-to-prefix
: : Cun (wait-k)
always k words behind source sentence  tréet: —
I 2
® training in this way enables anticipation
Bushi zongtong zal Mosiké Eludst zongtong
it B4HR 7 =R '3 BT Er B2
Bush President n Moscow with Russian PreSIo’ent

President Bush meets with Russian President



Our Solution: Prefix-to-Prefix

® seq-to-seq is only suitable for 2 3 4 s t
. : BN BN EN N seq-to-seq
conventional full-sentence MT PO .
: target: —> LR
® we propose prefix-to-prefix, tailed to o,
simultaneousMT T T e
® special case: wait-k policy: translation is e \_: A\ prefix-to-prefix
. : . . (wait-k)
always k words behind source sentence  tréet: - "t
I 2
® training in this way enables anticipation
Bushi zongtong zal Mosiké Eluést zongtong Pdjing
it B4HR 7 =R '3 HTH B4 EHR
Bush President n Moscow with Russian PreSIo’ent Putin

President Bush meets with Russian President Putin



Our Solution: Prefix-to-Prefix

® seq-to-seq is only suitable for 2 3 4 s
conventional full-sentence MT ourcs: TS TR Jeqtoseq
® we propose prefix-to-prefix, tailed to & 4 -4
simultaneous MT 77T T T

Source. —> —
® special case: wait-k policy: translation is N\ prefix-to-prefix
always k words behind source sentence  t@réet () ==a  (waitk)

® training in this way enables anticipation

Bushi zongtong zal Mosiké
it B4t 7(‘ SRR
Bush President ' Moscow

President Bush meets



More General Prefix-to-Prefix

seq-to-seq (given full source sent) @ prefix-to-prefix (given source prefix)
plye [ X1 oo X, y1e.e ye) b(y: | X1 ... Xe), V1... Ve1)

g(-) is a monotonic non-decreasing function
g(t): num. of source words used to predict y;

President Bush meets

Bush

Pres.

at

Moscow
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Demo | (Research)

= E S RAMITERNFS

s president bush met

I;-T- Eij/illu\/ Eﬁ;‘z«f—b

lang zemin expressed his appreciation

jiang zemin duil fa guo zong tong de laihua fang wen biao shi gan xie

N A t 'f& N \ —

7:[ 7=I=E yj‘ /i. Il_:\ E/‘] ;E—I— -ljj_lETJ %/__l_\ ll_;\-l'ﬁj o
jlang zemin to French PreS|dent 'S to-China visit express gratitude

jlang zemin expressed his appreciation for the  visit by
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Demo 2 (Latency-Accuracy Iradeoff)

Chinese input: § | =K X =EF IS4 BN RS ‘T 15 1R

Pinyin:
Word-by-Word = & _
Translation:
S————— i ed hi 1 to th ident ° k
Translation (wait 3): Jliang zemlin express 1S welicome tTO € usS presidaen S remarkxs .

Simultaneous

Translation (wait 5): J+@Ng 2zemin expressed his regret over the us president 's remarks .

Baseline
Tranlation (gready):

Tranlation (beam 5):

ion (bean 5 J1a0g semin expressed regret over the us president 's remarks . |
|l




Demo 2 (Latency-Accuracy Iradeoff)

Chinese input: § | =K X =EF IS4 BN RS ‘T 15 1R

Pinyin:
Word-by-Word = & _
Translation:
S————— i ed hi 1 to th ident ° k
Translation (wait 3): Jliang zemlin express 1S welicome tTO € usS presidaen S remarkxs .

Simultaneous

Translation (wait 5): J+@Ng 2zemin expressed his regret over the us president 's remarks .

Baseline
Tranlation (gready):

Tranlation (beam 5):

ion (bean 5 J1a0g semin expressed regret over the us president 's remarks . |
|l




Demo 3 (Deployment)
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‘velopment sound shadow.
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Bai'éHResearch This is live recording from the Baidu World Conference on Nov 1, 2018.
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German => English Example

German source:
doch wihrend man sich 1m kongress nicht auf ein vorgehen einigen kann , mehrere bundesstaaten nicht langer .

English translation (simultaneous wait 3 — training not converged yet):
but , while congress does not agree on a course of action , several states no longer

English translation (full-sentence beam search):
but , while congressional action can not be agreed , several states are no longer

|3



Refinements: Wait-k with Catchup

® English translation length is often ~1.25x of the Chinese input length

® in a more or less “synchronized” policy like wait-k, the English translation will be
lagging behind more and more severely

® catchup: decode two English words in | out of 4 steps

English— English—
AN EEEEE SN EEE
AEEEEEEEEEEEN EENEEEEEEEEEE
AEEEEEEEEEEEE HS AEEENENE
o [T L] o [T P
= T = [T T PR
o L {1 | [ AlTIEEEERNEEEN.
JEEEEE JEEEEEEERENNEN
HEEEE HEEEEEEENENEN
HEEEN HEEEEEEEESNSE
HEEEE EEEEEEEEEEN

14



New Latency Metric: Average Lagging

® previous latency metrics: CWV (consecutive wait) and AP (average proportion)

® they’re good metrics but do not directly measure the level of “lagging behind”

® our metric,Average Lagging (AL), measures on average how many (source)
words is the translation lagging behind; ideally, AL (wait-k with catchup) = k

0C 097 & 0n&es 3§02 \Oei\/ﬂq@a & S 56\/8\{’\1 25 o o8 X a 57 TargEt_’
Die | ~READ
Kosten l _WRITE
fir |
die |
Kampagne | --
werden |
im | wn
Grunde | O
genommen | c
durch | A
mein | )
Geh——|]
alt - e T T T T l
als - S
Sen——--- R Saitatl LI ILE SLILEE SEIL I IEILTE R EE |
AT O - - b et b e ______________ l‘_’ - -
GO b R A A }
o =< oA S A E oo e ——’—_’1
__________________________________________________ cnnien ]
€ COS > =t -t m e lama i iheemamam s ks e e m e ek ne e e e e a e e m e ke s e e e e e e e e a s —emmenn 1_»_»_»_

1 23456 7 8 9 10 1 23456 7 8 9 1011 12 13
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1-ref BLEU

Experiments: German<=>English

® trained on 4.5M sentence pairs (VWMT [5); comparing with Gu et al 2017

< <
RNN § 20- RNN §
24 - % %
by | 18-
i z SO
20 - g é 10- v g 4
18- <= S '
¥ T 14- 2
16-
" 5 12- 5
0.6 0.7 0.8 ° 1 0.6 0.7 0.8 ° 1

Average Proportion (de—en) Average Proportion (en—de)
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1-ref BLEU

® trained on 4.5M sentence pairs (VWMT [5); comparing with Gu et al 2017

NO
Ol

N
-

15-

Average Lagging (de—en)

S

1 —®— Transformer g i
RNN IS x

1 3 5 7 9 28 29

Experiments: German<=>English

—B— Transformer
RNN k=9
k=5

VVW

5

1 3 5 7 9
Average Lagging (en—de)

“25 26
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Experiments: German<=>English

® trained on 4.5M sentence pairs (VWMT [5); comparing with Gu et al 2017

1-ref BLEU

15-

NO
Ol

N
-

1 —8— Transformer
RNN

de—en | k=3 k=4 k=5 k= Gu et al.
CW 1.35 1.43 1.54 1.65 3.85
BLEU | 18.54 | 19.78 | 20.53 | 21.23 20.07
1 1 1 1 1 < 1 1
1 3 5 7 O 28 29

Average Lagging (de—en)

<
—&— ‘Transformer g
25.0- RNN ey k=9 '
k=5 1
22.5 i
=
an
q_l -
EI-.J 17.5 -
—
15.0- -
en—de | k=3 k=4 k=5 k= Gu et al.
12 5 CW 1.13 1.22 | 1.33 1.48 3.36
) BLEU | 1540 | 16.41 | 17.24 | 17.56 15.93
2 |
10.0 . . . . |
1 3 5 7 9 25 26

Average Lagging (en—de)
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Experiments: Chinese<=>English

® trained on 2M sentence pairs; evaluated on

4-ref BLEU

o
U1

I
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Transformer ;
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Average Lagging (en—zh)
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Chinese=>English Examples From

Recent News

1 2 3 4 S 6 7 8 9 10
Méiguo dangjui dui Shate jizhé shizong yi an gandao danyou
@) | £E FR/ N P IEE KE — Es JEE| =K
US authorities to Saudi reporter missing a case feel concern
k=3 the us authorities are very  concerned about the saudi reporter 's missing case
k=31 the us authorities are very concerned  about the  saudi reporter ’s missing case
k= us authorities concerned over
saudi journalists missing
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b) | EE HFE X W O I8E REF — g ol ANTH
k=3 the us authorities are very  concerned about the saudi reporter 's missing case
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saudi arabia ’s missing reporters
k=00 us authorities dis- satisfied with
saud1 reporters * missing case
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Media Reports
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Conclusions

® first simultaneous translation system with seamlessly integrated anticipation
® human simultaneous interpreters also anticipate all the time
® some previous works predict source language verbs
® we don’t have a separate “anticipation’ step, and only predict target side words
® first simultaneous translation system with arbitrary controllable latency

® some previous works use reinforcement learning with latency as part of the
reward, but can’t impose a hard constraint on latency at test time

® very easy to train and scalable — minor changes to any neural MT codebase

21
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Side Project: Translation with Noisy Input from ASR

® neural MT is fragile, and automatic speech recognition output is noisy

® Hairong Liu’s work (on arXiv): Robust Neural MT using phonetic information

you

Clean Input A A IE109AIET, HESTAIRRL Gl
Output of Transtormer at present, 109 people have been found dead and 57 have been rescued -
Noisy Input HIEXIIX109 AT, AHEST AR YR

Output of Transformer the hpv has been found dead so far and 57 have been saved
Output of Our Method so far, 109 people have been found dead and 57 others have been rescued

again

Table 1: The translation results on Mandarin sentences without and with homophone noises. The word “H’ (you,
“have”) in clean input is replaced by one of its homophone, ‘X’ (ydu, “again”), to form a noisy input. This
seemingly minor change completely fools the Transtormer to generate something irrelvant (“hpv”). Our method,
by contrast, 1s very robust to homophone noises thanks to phonetic information.

23



