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Syntax-Directed Translation

® How do we human-beings do translation?

|. understand the source sentence

2. generate the target sentence
® Compiling

|. parse input program into an expression/syntax tree

2. generate code in machine language

® Machine Translation?

|. parse the source sentence into a tree

2. recursively transfer the tree into the target language

® this work



Recursive Transfer

® converting tree-fragments into the target language
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| | | — using the rules of
the gunman was VP PP (Galley et al., 2004)
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VBN PP IN NP-C

shot TO NP-C by DT NN

| | | |
to NN the police

|
death



Recursive Transfer

® converting tree-fragments into the target language
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Recursive Transfer

® converting tree-fragments into the target language
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Recursive Transfer

® converting tree-fragments into the target language

BE o v
giangshou bei DT NN VBN PP

gunman passive | | | N
the police shot TO NP-C

| |
to NN

|
death




Recursive Transfer

® converting tree-fragments into the target language

o 2R S -+ EE&
BF W =5 ze  °
giangshou  Dbei jingcha jibi

gunman passive police kill

formal framework (Graehl and Knight, 2004)
® |-state

extended left-hand-side

linear and non-deleting

root-to-frontier tree transducer

(1-xRLN)
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Comparison with ISI system

The gunman was killed by police.
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shot TO NP-C by DT NN

| | | |
to NN the police

I
death




Comparison with SCFGs

passive marker
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death
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Search
® depth-first-search (DFS)

® for each tree node
— . ® try all rules applicable

T ® recursion on subtrees

® plugin the results

—-—— - -

VBN PP |IN NP-C
| P N
|

1 ® many overlapping rules

_____ oy TIO Npl‘C; by DlT NlN ® exponential run-time!
I X
| | | . L
| to NlN{ the police @ solution: memoization
i i
. death, ® every node visited once

® |inear-time algorithm



Adding Language Models

® Generate top-k translations
® then rescore with language model

® fast, using Algorithm 3 of (Huang and Chiang, 2005)

® but many duplicate translations

® due to spurious ambiguity

® one solution: determinizion (May and Knight, 2006)

110.901 BRI, — £ 75 ER E 2 &1L 2EBHF ZFFEN
111.042 BEI, — & 75 @R B 5% £1L 2B8HF E5FEY .
1ol BHEl, — & 5 ER B 21 £&1E 2BHF &R .
111.142 BET, — £ /A5 EXR B E% %1 2EBHEE ZFEY
111264 HEl,— £ 75 ER BE 21 L1E 2BHF SRR .
111264 Bal, — & 57 BR BZ 21 £1L 2ERFH SR
111.327 BAl, — £ B3 BR E A7 &1L 2BHF EFED
111361 HET,— £ 75 ER B& 2 K1 2EHF B5FRE .
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2.

unique

Non-Duplicate k-best

® a simple modification to the lazy k-best algorithm

at each node, store a list of “unique solutions”

keep asking for next-best until you get something new

duplicates eliminated recursively at sub-problems

here “uniqueness” can be any equivalence relation

5k

1k

"dup-k10]0000 uni l:>8 uo:n
1

50k

duplicate ratio = 1:40

with our trick:

getting 100k ungiue is
only about twice as slow
as 100k non-unique
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Experiments: English-to-Chinese

® Training data

Chinese/English parallel data from newswire

.95 M sentence pairs, English side: 28.3 M tokens
24.7 M tree-to-string rules extracted (Galley et al., 2004)
Chinese trigram model trained on the Chinese side

® Evaluation data

NIST 2003 evaluation set (Chinese-to-English)
subset: 140 short sentences (< 25 Chinese words)
pick the first and second English references as source
equally divide into dev and test (each w/ 140 sent.)

single Chinese reference for each input sentence .



Systems

® Baseline: Pharaoh (Koehn, 2004)

® |og-linear model of eight features

e feature weights tuned by max-bleu algorithm (Och, 2003)

® This work

® build the TM derivation forest (linear-time algorithm)
® get top-k unique translations

® rescore with the trigram model

® |og-linear model of 3 features:TM, LM, length penalty

® fix wtm, grid-search wim, and binary-search len-penalty
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Results

® character-based BLEU (Chinese output), 95% interval

dev set test set (140 sentences)

System BLEU-4 BLEU-4 BLEU-8

Pharaoh (with max-BLEU tuning) 2596 +£2.8 | 2354 +1.9 | 6.739 +1.2

direct model (1-best) 22,10 £2.6 | 24.53 +£2.2 | 7.309 +£1.9
log-linear model (rescoring non-duplicate A-best list)

k = 5000 (3 =0.994, A = 0.513) 26.01 £2.7 | 25.74 £2.3 | 8489 +2.1

k = 50000 (3 =0.793, A = 0.469) 26.95+2.8 | 26.69 £2.4 | 9.323 +2.2

p<0.05 p<0.0l

sign-test (Collins et al., 2005) over Pharaoh

both BLEU-4 and BLEU-8 significantly better
than Pharaoh on test-set
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Examples

the small town of wertheim is expected to experience the highest water level in
|80 years .

source

St /\E R BB W TIT S 25 8 0 F£ KB &= KA

ETEILM /) 5 5E |, Tt &= KL . 80 FF KV 2 F 45 /B 18

RIS 5 R 57 72 B /NE Tt 25 && KA £ 80 F o

rescored ESESINTR/SWIN R NEZY 7R =00 = 3=/ VAN

e the global economic rebound and sustained economic growth in china last year
L | have infused fresh vitality into the development of the port of shanghai .
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