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History of GPU Performance vs. CPU Performance
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How Can You Gain Access to that GPU Power?
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1. Write a graphics display
program(=1985) —

2. Write an application that looks
like a graphics display
program (= 2002)

3. Write in CUDA, which looks
like C++ (22006) —
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CUDA Architecture

* The GPU has some number of MultiProcessors (MPs), depending on the model
» The NVIDIA 8800 comes in 2 models: either 12 or 16 MPs

» The NVIDIA 8600 has 4 MPs

» Each MP has 8 independent processors

* There are 16 KB of Shared Memory per MP, arranged in 16 banks

* There are 64 KB of Constant Memory
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So, the Trick is to Break your Problem
into Many, Many Small Pieces

Particle Systems are a great example.
1. Have one thread per each particle.

2. Put all of the initial parameters into an array in
GPU memory.

3. Tell each thread what the current Time is.

4. Each thread then computes its particle’s position,
color, etc. and writes it into arrays in GPU
memory.

5. The CPU program then initiates drawing of the
information in those arrays.

Note: once setup, the data never leaves GPU memory
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Organization: Threads are Arranged in Blocks

A Thread Block has:
— Size: 1 to 512 concurrent threads
— Shape: 1D, 2D, or 3D (really just a convenience)

e Threads have Thread ID numbers within the Block

*  The program uses these Thread IDs to select work and pull data from
memory

*  Threads share data and synchronize while doing their share of the work
A Thread Block is a batch of threads that can cooperate with each other
by:
— Synchronizing their execution

— Efficiently sharing data through a low latency shared memory

« Two threads from two different blocks cannot cooperate
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Rules of Thumb

» OpenGL Buffer Objects can be mapped into CUDA space

» CUDA kernel is asynchronous

+ Can call cudaThreadSynchronize( ) from the application

* At least 16/12/4 Blocks must be run to fill the device

» The number of Blocks should be at least twice the number of MPs
» The number of Threads per Block should be a multiple of 64

* 192 or 256 are good numbers of Threads per Block
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An Example: Recomputing Particle Positions
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An Example: Static Image De-noising
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An Example: Dynamic Scene Blurring
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An Example: Realtime Fluids
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