
Last time, you learned how to compute partial derivatives. Note that 𝑓௫ and 𝑓௬ are functions of 𝑥 and 𝑦
themselves.

𝑓௫ሺ𝑎, 𝑏ሻ is the rate of change of the function 𝑡 ↦ 𝑓ሺ𝑡, 𝑏ሻ at 𝑡 ൌ 𝑎. Geometrically, 𝑓௫ሺ𝑎, 𝑏ሻ is the slope at 
ሺ𝑎, 𝑏ሻ of the curve obtained by intersecting the graph of 𝑓 with the plane 𝑥 ൌ 𝑎. In other words, it is 
the rate of change of 𝑓 at ሺ𝑎, 𝑏ሻ in the direction of the 𝑥-axis. Similarly, 𝑓௬ሺ𝑎, 𝑏ሻ is the rate of change 
of 𝑓 at ሺ𝑎, 𝑏ሻ in the direction of the 𝑦-axis.
Gradient vector is simply the vector consisting of all partial derivatives. It is the equivalence of derivative 
of a single-variable function.

Example: 
𝑓ሺ𝑥, 𝑦ሻ ൌ 𝑥 sinሺ𝑥𝑦ሻ
∇𝑓ሺ𝑥,𝑦ሻ ൌ ൫𝑓௫ ,𝑓௬൯ ൌ ሺsinሺ𝑥𝑦ሻ ൅ 𝑥𝑦 cosሺ𝑥𝑦ሻ , 𝑥ଶ cosሺ𝑥𝑦ሻሻ
Example:
𝑓ሺ𝑥, 𝑦, 𝑧ሻ ൌ 𝑥𝑦 ൅ 𝑧ଶ

∇𝑓ሺ𝑥,𝑦, 𝑧ሻ ൌ ൫𝑓௫ ,𝑓௬, 𝑓௭൯ ൌ ሺ𝑦, 𝑥, 2𝑧ሻ

The gradient vector turns out to be all you need to compute the rate of change of 𝑓 in any direction. 
We need to make precise that "direction" means. Mathematically, it is a vector. A vector is an arrow 
with a length and a direction.

𝑢 ൌ ሺ𝑢ଵ,𝑢ଶሻ represents an arrow starting at the origin ሺ0,0ሻ and ending at the point ሺ𝑢ଵ,𝑢ଶሻ. The 
length of 𝑢 is computed by the Pythagorean theorem:

|𝑢| ൌ ට𝑢ଵ
ଶ ൅ 𝑢ଶ

ଶ
⎯⎯⎯⎯⎯⎯⎯

We often need to compare two different directions. In that sense, we are interested in computing 
the angle between two vectors. It is surprisingly easy to compute ሺproof is a bit involved, using the 
Cosine Law of a triangleሻ:

cos𝜃 ൌ ௨⋅௩
|௨||௩|
⎯⎯⎯⎯

where 𝑢 ⋅ 𝑣 denotes the dot	product of two vectors. It is computed as follows:
𝑢 ⋅ 𝑣 ൌ 𝑢ଵ𝑣ଵ ൅ 𝑢ଶ𝑣ଶ

where 𝑢 ൌ ሺ𝑢ଵ,𝑢ଶሻ and 𝑣 ൌ ሺ𝑣ଵ,𝑣ଶሻ. 

Do a practice problem on the worksheet.
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