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MTH 342 Worksheet 3
Week 2 - 10/10/2019

Answer Key Recitation time:

1. Determine which of the following sets of functions are linearly independent. If a set is linearly
dependent, find a nontrivial linear combination equal to 0.

a.)

b.)

{ex7 e:r+2}

Solution: Linearly dependent. Remember that

et ="t =e" e
Therefore
—e*(e") + (e"1?) | = —e? - e +e* - "
—0
is a linear combination equal to 0 (¢; = —e? and ¢y = 1).

{cos?(z),sin*(x)}
Solution: Linearly independent. Let ¢i,co € R be constants and consider the
equation

c1 cos®(z) + casin®(z) = 0

where this is true for all x € R. To prove that the functions are linearly independent,
we must show that ¢; = ¢y = 0.

If z = 0 then the equation becomes
61(1)+62(0) =0 — c1 =0.
If = /2 then the equation becomes

61(0)—|—CQ(1) =0 — co=0.

{cos?(x),sin?(x),5}
Solution: Linearly dependent. Remember the trigonometric identity

cos?(x) + sin®(x) = 1.
Subtract 1 from both sides to get
2 1.2 _
cos”(z) + sin“(z) — 1 = 0.

Now we just need to write —1 as a (—%)5:

cos?(z) + sin®(z) + (—1)5(=0

(c1=1,co=1,and c3 = —%)



2. Let U be the subspace of R3 defined by
U= {(x1,20,23) € R®: 23 = 21 + 2}.

Find a basis for U.

Solution: The vectors

form a basis for U. To prove this, we need to prove two facts:

(i) vi,va € U and every element of U can be written as a linear combination of v; and va
proof. 1t is easy to see that vi,ve € U. Now any element of U can be written as

($1,$2,{E1 + IL'Q) — (.1'1,0,561) + (O,xQ,IEQ)
=x1(1,0,1) + 22(0,1,1)

for some x1,x2 € R, which is a linear combination of v; and vo

(ii) vy and vo are linearly independent.

proof. Consider the equation

c1vy +cove =0

I

01(1,0, 1) +62(0, 1, 1) = (0,0, 0)
]

(01707 Cl) + (0762762) = <07070)
+

(c1,c2,¢1 +¢c2) = (0,0,0)
The equation in the first coordinate shows that
c1 =0.

Similarly, the equation in the second coordinate shows that
co = 0.

Therefore vi and vo are linearly independent.



3. Let V and W be vector spaces over a field F and let f : V' — W be a linear map. Prove that
the set
{veV:f(v)=0}
is a subspace of V' (this is called the null space of f).

Solution: Call this set V. To show that IV is a subspace of V' we need to show that it is
closed under addition and scalar multiplication and that it contains 0.

(i) Closed under addition: Suppose v,w € N. Then

fv+w)=f(v)+ f(w) (since f is linear)
=0+0 (since v,w € N)
=0,

sov+weN.
(ii) Closed under scalar multiplication: Suppose v € N and a € F'. Then

flav) =af(v) (since f is linear)
=a0 (since v e N)
=0,

so av € N.

(iii) N contains the zero vector:

f(0) = f(0+0)
= f(0) + f(0).

Subtracting f(0) from both sides we get
0= f(0)
so0 e N.

Therefore N is a subspace of V.



4. Let V be a vector space and suppose vi,ve € V are linearly independent. Let wi,wy € V
such that w; +wo = vi and wi — wg = va. Prove that w; and ws are linearly independent.

Solution: This problem may have been a bit too difficult for this worksheet. Here’s one way
to prove this:

First, we can solve for wi and ws in terms of v; and vo. Consider the given equations

W1+ Wg =V

W] — Wy = V3
Adding these equations gives

2W| = Vi + Vo — w1 = %Vl + %Vg.
Similarly, subtracting the second equation from the first gives

2W9 = V] — V9 — Wy = %vl — 5Vo.

Now we can show that w; and wy are linearly independent.

Let ¢; and ¢y be constants and consider the equation
c1Wo + cowo = 0
We want to show that ¢y = ¢y = 0.

c1wWo + cowo =0

1

e (3t bva) +es (bvi — bva) = 0
J

%clvl + %cva + %cwl — %CQVQ =0
1

1 1 1 1 _
(5614 5c2) vi+ (5¢1 — 5¢2) va =0
Now since v; and vo are linearly independent we must have

1 1
5C1 + 5C2 =0

1 1
§C1 — QCQ =0

This system of equations can be solved easily. Add the top equation to the bottom equation
to get
c1 = 0

Then the first equation gives

%014—%62:0 — 0—1—%62:0 — co = 0.



5. Determine (with proof) which of the following maps are linear.

a.) f: R — R defined by f(z) = 2.
Solution: f is not linear. Notice that f(1) =1 and f(2) =4, but

fA+2)=f3)=9#5=F1)+f(2).

b.) A:R? — R defined by A(x1,2) = 21 + 2.
Solution: A is linear. Let (z1,22), (21,22) € R? and let a € R. Then

A((z1,m1) + (21, 22)) = A(21 + 21,22 + 22)
= (x1+ 21) + (22 + 22)
= (x1 + m2) + (21 + 22)
= A(x1,x2) + A(z1, 22)

and

Ala(z1,21)) = Az, axs)
= oxr1 + ax2
= a(xy + x2)

= aA(x1,x2)

so A is linear.



