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Regularization with the Diversity Loss

Problem: Anchor-Constrained Viterbi

Predict frame labels, when the ground truth in training is
limited and specifies only a set of actions present,
without their temporal ordering and temporal extents.

* Goal: Find an optimal segmentation of the training video based ona
given ground-truth set of actions.

For every class, compute its saliency scores for
all temporal frames.

* This is an NP-hard problem. * For every pair of action saliency scores,
minimize their cosine distance to diversify their

temporal saliency.

Key Ideas for Set-Supervised Training:
* QOur solution: A globally optimal path on the anchor-constrained graph.
 Use ACV to generate framewise pseudo ground truth
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