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Problem Statement 

Given an image and its: 
•  Segmentation,  
•  T-junctions,  

Estimate a layered representation of the scene. 

Input 

Segmentation      T-Junctions     2.1D Sketch 

Results 

Rationale 

The 2.1D sketch should be: 
• Smooth within every region in the image, and  
• Discontinuous at region boundaries. 

Contributions 

•  A regularized quadratic-optimization formulation 

•  The algorithm that resolves: 
•  Global consistency, and  
•  Produces a consistent layered depth map. 

Problem Formulation 

Notation: 

   : 2.1D Sketch 
    : Derivative in x direction 
    : Segmentation mask 
                        at boundaries, and 1, o.w. 

   : Laplacian  

Solution: Optimization Transfer 

Goal: find a convex bound of the QP  

We bound hinge loss as: 

Berkeley dataset[1]  Segment. +T-J           2.1D Sketch 
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Output 

Approach 

•  Smoothness:  
Zero Laplacian of the 2.1D sketch within each region 

•  Discontinuity: 
Increments of the sketch at the “caps” of the T-junctions  
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Solution =  Accelerated Landweber iterations 
          current estimate of the 2.1D sketch 

          auxiliary updates 

          auxiliary quadratic-form coefficients  
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 Stanford[2] depth dataset             Hinge-loss convex bound     


