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ABSTRACT

Turbulent radiation interaction (TRI) effects are associated
with the differences in the time scales of the fluid dynamic equa-
tions and the radiative transfer equations. Solving on the fluid
dynamic time step size produces large changes in the radiation
field over the time step. We have modified the statistically ho-
mogeneous, non-premixed flame problem of Deshmukh et al. [1]
to include coal-type particulate. The addition of low mass load-
ings of particulate minimally impacts the TRI effects. Observed
differences in the TRI effects from variations in the packing frac-
tions and Stokes numbers are difficult to analyze because of the
significant effect of variations in problem initialization. The TRI
effects are very sensitive to the initialization of the turbulence
in the system. The TRI parameters are somewhat sensitive to
the treatment of particulate temperature and the particulate opti-
cal thickness, and this effect is amplified by increased particulate
loading.

INTRODUCTION

Heterogeneous transport has been extensively studied, par-
ticularly in the field of neutron transport, since the 1940’s
[2]. Pulverized coal combustion involves many material hetero-
geneities such as flue gas, coal particles, fly ash, and char. These
heterogeneities can best be described as stochastic mixtures. A
stochastic mixture is a combination of two or more materials that
can be defined by a statistical distribution. Work by Marakis et
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al. showed that wall heat fluxes are strongly affected by the pres-
ence of each of these materials [3].

Particle interactions in radiative heat transfer include four
different phenomena [4]; diffraction, refraction, reflection, and
absorption. There are a variety of ways to predict and account
for these different phenomena, including Lorenz-Mie theory,
Rayleigh theory, and geometric optics. The accuracy of each
method is greatly dependent on the frequency of the photon, the
particle size, and particle material properties [4].

The effects from Turbulence Radiation Interactions (TRI) in
particulate laden flows can have a significant effect on thermal
radiation fields and corresponding material heating [5]. Radia-
tive heat transfer has been extensively studied in a variety of
stochastic media including combustion problems [5—8]. Most
combustion problems contain strong heterogeneities which can
be treated stochastically. In pulverized coal combustion, these
heterogeneities include particulate such as coal, fly-ash, and
char [3,5]. These materials are typically accounted for stochas-
tically using an atomic mix model. TRI effects have been shown
to be very sensitive to the presence of soot in turbulent flames,
significantly decreasing mean flame temperatures [9].

Four primary methods have been employed to solve stochas-
tic mixture problems; the brute force method, atomic mixing,
chord length sampling, and lattice structures [10]. A variety of
sensitivity studies have been performed by Liu [11, 12] on par-
ticle size and temperature distributions. These studies show that
radiative transfer, particularly in high-temperature environments,
can be significantly affected by differences in particle properties.
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This work expands upon a simplified test case, developed
by Deshmukh et al. [1], to highlight the effects of fuel particulate
on TRI phenomena. The code used in this work is a 3D paral-
lel coupled radiative heat transfer and reacting fluid flow solver.
The radiative heat transfer equation is solved via the Monte Carlo
method. Radiation interactions with particulate can be accounted
for either using Mie theory [13] or geometric optics [4] depend-
ing on particulate size. The reacting fluid flow model solves the
continuity equation, the compressible or incompressible Navier-
Stokes equations, the mixture fraction equations, and energy
equation. The compressible Navier-Stokes equations are solved
using a Large-eddy simulation (LES) [14] model, and particle-
fluid interactions are accounted for using Discrete Element Mod-
eling (DEM) [14].

Particulate properties, specifically material temperatures,
can be treated in a variety of ways. Small particulate such as fly-
ash, char, and very small coal particulate are typically assumed
to exist at the mean cell temperature. This a relatively good as-
sumption because these materials are physically very small and
dissipate any excess heat very quickly. The coal particulate can
be more difficult because the relatively large size of the partic-
ulate means that it will have heat latency that should not be ne-
glected. It is suggested that coal particulate likely remains close
to the original inlet temperature and the majority of thermal emis-
sion occurs in the soot envelope that forms immediately around
the particulate during combustion [15].

GOVERNING EQUATIONS

Modeling a combustion system requires the solution of a set
of coupled non-linear equations. These equations include; the
continuity equation, the compressible/incompressible Navier-
Stokes equations, mixture fraction equations, the radiative trans-
fer equation, and the energy equation. Each of these equations
presents its own solution challenges, combining these difficulties
with significant differences in time scale makes these problems
very difficult to solve efficiently and accurately. This work focus
on the efficient implementation of the time-integrated radiative
transfer equation which has been decoupled from the fluid flow.

The time dependent radiative transfer equation can be writ-
ten as;

1dl - - K
-—4+Q-VI+KI=—B 1
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where the independent variables have been left out for
brevity. Here I(7,Q,V,t)[ergs/sec-cm?-steradians-Hz] is the
radiative intensity as a function of position (7)[cm], solid
angle (Q)[steradians], frequency (v)[Hz], and time (¢)[sec],
K(v,F)[1/cm] is the opacity, ¢ [cm/sec] is the speed of light, and
B(v,T) is the Planck function.

The material energy balance equation is written as
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where gg is the material energy density.
The mixture fraction equation can be written as;

dY — = = - n
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The mass source (m;”) and the heat source (leh) are prod-
ucts of the chemical reaction;

O+F —P+Q. “

In this reaction O, F, and P denote the concentration of oxidizer,
fuel, and the resulting product P. The variable Q represents the
amount of energy released during the reaction.

PARTICULATE

The inclusion of particulate in the system requires the addi-
tion of a model to account for fluid-particulate interactions. In
this research, we use the discrete element model (DEM) [14] to
account for these two-way interactions. An important parame-
ter to classify the state of the particulate-laden flow is the Stokes
number. The Stokes number is a ratio of the particulate response
time(7,) to the Kolmogorov time scale(ty) [16];

%L ()
St_fn_18<p><n) ©

The variables p and p, are the fluid and particulate density, re-
spectively. The remaining variables are the particulate diameter
d, and Kolmogorov length scale 1. It is known that when St ~ 1
“preferential concentrations” occur. This is when the local vor-
ticity is strong enough to force particulate out of fluid regions
causing particulate clustering [16]. This is important to radia-
tive transfer because it affects particle dispersal and the accuracy
of the chord length method, which makes assumptions about the
distribution of particulate in background media.

It is also necessary to account for particulate-radiation in-
teractions. Particulate-radiation interactions can either be ac-
counted for using Mei theory or geometric optics, depending on
the particulate size parameter and optical thickness. Our focus
is on larger coal particulate, where geometric optics is valid. All
particulate in this work is considered to be perfect spheres.
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The interaction of radiation with particulate is very sensi-
tive to the size, shape, and material composition of the particu-
late. For large particulate, diffraction can be neglected allowing
for the evaluation of particulate interactions using geometric op-
tics [4]. Large particulate is quantified as x >> 1, where x is the
non-dimensional size parameter defined by;

D,
x=— > 2, 6)
and D, is the diameter of the particulate and A is the photon
wavelength. If x = 1 then diffraction can no longer be neglected
and Mie theory is applied to determine interaction probabilities.

There are four different particulate-radiation interactions
that must be considered: reflection, refraction, diffraction, and
absorption. For large thick particulate, diffraction and refraction
can be neglected because for large particles diffraction gener-
ally scatters in the forward direction [4]. For smaller particu-
late, however, diffraction can become more isotropic and must
be modeled [4]. Diffraction is generally modeled using Mie the-
ory [4]. If the particulate is reasonably optically thick (xk >> 1)
all photons that enter the particulate are assumed to be absorbed,
and refraction events can be neglected. However, for optically
thin particulate, this assumption is not valid.

For geometric optics, the probability of a ray intersecting a
particulate can be evaluated: stochastically or geometrically us-
ing direct tracking. Stochastic methods include atomic mixing
and the chord length method [17]. Direct tracking simply in-
cludes the particulate either directly in the mesh or on a submesh
which is overlaid on the cell mesh. The implementation of the
chord length methods used in this work has been previously dis-
cussed in detail by Cleveland [18]

TURBULENCE RADIATION INTERACTIONS

The significant difference in time scales for the radiative
transfer equation and the turbulent flow equation can create a
unique numerical phenomenon known as Turbulence Radiation
Interactions (TRI). The time scale of the flow equations is on
the order of the speed of sound for the working fluid whereas the
time scale of the radiation equation is on the order of the speed of
light. Comparing the temporal operator of the transport equation
to that of the fluid equations, we find that unless the time step
size is on the order of the speed of light, the transport equation
will quickly approach the steady state solution. If the equations
are evaluated over a conventional fluid time step (some reason-
able fraction of the speed of sound) a certain amount of material
fluctuation will occur in cells that are turbulent or not fully devel-
oped. These material fluctuations will be felt instantaneously, lo-
cally and globally, by the radiative transfer equations. Though it
is possible to resolve these numerical differences by resolving the

material fluctuations on the order of the radiative transfer equa-
tion, for most real applications is prohibitively computationally
expensive. To account for these interactions, the equations are
typically rewritten and solved for time averaged quantities [4].
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The transport equation is written in the time-averaged form
as;

—< (biy1 —1,) +Q-VI+KI = —KB, ®)
and the equation of state becomes
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Evaluating these time-averaged quantities requires at least one
more assumption, known as the optically thin eddy approxi-
mation. The optically thin eddy approximation assumes that
the time averaged opacity multiplied by the time averaged in-
tensity is equivalent to the time averaged absorption operator
(KI ~ KI) [4]. This implies that the opacity multiplied by the tur-
bulence length scale is small (K/; << 1). This condition is typi-
cally violated in some frequency regions for gas opacities. How-
ever, this assumption has been made in all TRI work to date [4].
There are commonly four different approaches to deal with
TRI effects [4]. Using the time averaged material properties to
evaluate the radiation field, referred to as “no TRI”, implies

Ky =Kv(9); Kvb(v,T)=Ky(@)b(v,T).  (10)

Where b(v,T) is the normalized Planck function.

The variable ¢ refers to the time averaged material state.
The next approach attempts to account for the non-linear cor-
relation between the material properties and the opacity by us-
ing the mean opacity rather than the mean material properties.
This is commonly referred to as “absorption coefficient self-
correlation”,

Ky: Kyb(v,T)=Kyb(v.T). (11)

It is also possible to account for the non-linearities of the opacity
values and the Planck emission spectrum using “Planck function
self-correlation”

Kv; Kyb(v,T)=Ky(9)b(v,T). (12)
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Finally, it is possible to combine the absorption coefficient and
Planck function self-correlations. This is referred to as “full
TRI”, even though this approach is still approximate as a result
of the optically thin eddy approximation:

Ky K,b(v,T). (13)

It is obvious that there is non-linear feedback between the
radiation field and the material properties. This correlation is
generally neglected because of the computational cost of eval-
uating both the radiative transfer equations and the turbulent
flow. Treating the material fluctuations as a separate uncorrelated
event from the radiative transfer equation allows for the develop-
ment of material fluctuation probabilities for the individual cells.
These material fluctuation models can be used to directly eval-
uate the time averaged emission source and cell opacities (full
TRI).

A statistically homogeneous, turbulent, idealized, gas com-
bustion flame is modeled in this work, as described by [1], such
that every cell in the domain represents a single probable state
of the material at that instant in time. In this simplified test
case, the radiative transfer equation is not coupled to the ma-
terial energy balance equation and all material properties are di-
rectly related to the combustion product concentration. As a re-
sult, the material properties are directly determined from the gas
combustion process, circumventing the need to resolve the non-
linearities between the equations. These approximations allow
for the creation of a combustion simulation capability that pro-
vides insightful quantitative results to analyze the impact of the
TRI phenomenon.

The main TRI parameters that will be investigated in this
work are the following three normalized means;

T4
RT4 == %, (14)

K'I
Ry, = 2, (15)

&

and

K'G
Ry = —. 16
KG= F& (16)

These means demonstrate the errors associated with using the
mean material properties, the Planck self-correlation, and the
thin eddy approximation (Equations 14, 15, and 16 respectively).

TRI run cases
Test Case ID || Stokes # | g, [kg/m3] | Packing fraction
TRI_1 0.0 0.0 0.0
TRI 4 23 900 9.6e-2 %
TRIS 23 900 1.9¢e-1 %

TABLE 1. VARIATIONS OF THE TRI TEST PROBLEM

Consistent Run Parameters

Parameter Value | Units
Reynolds # 77 N/A
Prandt] # 0.75 N/A
Lewis # 1.0 N/A
Fluid Density 1.0 | kg/m?

Particle Diameter || 0.012 m

T_min 750 K

T_max 3000 K

TABLE 2.  FLOW SOLVER RUN PARAMETERS USED FOR ALL
TEST CASES

The primed coefficients represent the difference in the true aver-
age from the approximate average;

K'G' =KG-KG. (17)

and G is the scalar radiative intensity (G = f(;‘ T1d$).

TEST CASE

In the test problem developed by Deshmukh et al., a fully
periodic three dimensional domain is defined. A velocity forc-
ing function [19] initiates statistically homogeneous turbulence
in the system. Three different variations of the Deshmukh prob-
lem were considered: one without particulate and two different
particulate-laden problems using various Stokes numbers and
different packing fractions. Specific details of these problems
can be found in Tables 1 and 2.

All particulate simulations were started from the same initial
restart problem. The turbulent kinetic energy (Eq. 18) was moni-
tored to verify that the problem had reached a statistically steady
state flow pattern . Figures 1, and 2 show particulate distributions
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in a thin slice (1/64 of the total length) of the domain. In these
figures, the dots indicate the particulate center locations. The
variable N par in the title of Figure 2 refers to the number of par-
ticulate spheres represented by each point; in this case one point
is representative of two particulate spheres. A larger N par allows
for a reduction in computational resources while still being able
to account for larger packing fractions. After the system reaches
a statistically steady state flow regime, as determined from the
fluctuations in the turbulent kinetic energy;

0<ii-ii>
TNo. (18)

the simulation is paused and populated randomly with fuel and
oxidizer via the approach described by Eswaran et al. [20]. This
initialization relies on the use of a Fourier transform in which
the Fourier amplitudes are randomly selected and then inversely
transformed back to physical space and used to populate the ma-
terial properties. This helps smooth the random double-§ dis-
tribution in space. [Every cell is either pure fuel or oxidizer.]
This defines the initial material distribution in a manner consis-
tent with Deshmukh et al. [1]. Our research does not use the
wavenumber filter originally described in the Eswaran [20] pa-
per. This results in a significantly faster build-up of combustion
products. Figures 3 and 4 are example slices of the fuel concen-
tration after the first time step and the final time step of a single
TRI simulation. These plots show that after the first time step a
significant amount of the fuel has reacted with the oxidizer and
at the final time step nearly all of the fuel has reacted.

PARTICULATE PROPERTIES

The material properties for the particulate are chosen to rep-
resent properties that would be expected in pulverized coal com-
bustion systems. There are three main classifications of coal;
anthracite (greater than 86% fixed carbon, less than 14% volatile
matter), bituminous (greater than 86% fixed carbon, less than
14% volatile matter, greater than 10,500 Btu), and lignite (less
than 8,300 Btu) [21]. Each of these classifications reflect gen-
eralized composition and potential energy parameters. We have
chosen bituminous coal properties in this research.

Manickavasagam et al. [22] found that the refraction index
n in a specific type of bituminous coal, Kentucky coal #9, was
relatively insensitive to photon frequency. This has been found
in other published literature [4,22]. Given the definition of the
material opacity, K is proportional to the absorptive index and
the photon frequency. It is possible to develop an approximate
opacity that is independent of frequency by fitting the absorptive
index, as a function of frequency, with a linear function that is

inversely proportional to the frequency: k ~ ky = kv(’

dnkv 4wk
K= _
0 (&)

19)

We have used a least-squares fit of the polynomial representa-
tion of the bituminous coal (Kentucky coal #9) absorptive index
provided by Manickavasagam et al. [22]. A graphical represen-
tation of the fit can be found in Figure 5. The least-squares fit
was found such that the derivative of the sum of the square of the
relative errors is zero;

R =Y (k(vi) — ks (Vi) (20)

=

Il
=

1

dR*

N 1
e _ozz.og(k(v,»)—kf(vi)); 21

1

This sum can be directly evaluated and solved for ko;

N 2
ko = Z T (22)

using 100 data points in the wavelength range 3 < A < 19 [um]
results in a fitted coefficient of kg = 1.4806¢ — 2 [ﬁ]

The Stokes number as defined in Equation 5 indicates the
amount of particulate clustering in the system. This equation
can be used to determine an effective particulate density that will
yield a desired Stokes number, given the particulate properties,
the fluid properties, and the Kolmogorov length scale indicative

of the fluid flow profile:

n 2
5, — 185p; (d) 23)
14

Both the fluid field and the radiation field are directly pro-
portional to the particle diameter as indicated by Equations 5 and
6, respectively. In order to keep the radiation field insensitive to
the fluid flow, (as in the work of Deshmukh et al. [1]), the radia-
tion properties of the coal are scaled such that they match proper-
ties typically found in pulverized coal systems. The bulk of coal
particulate found in pulverized coal is on the scale of d), = 5.8
[m] [22]. Note that this is not the bulk from a mass perspective,
but rather from the perspective of the total number of particles.
In this work, all particulate is assumed to be of equal size. Using
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this particulate size and the fitted gray opacity value K, it is pos-

sible to determine the effective opacity K such that the diameter
d,

My A mean

. . . d

in number of mean free paths is equivalent -2~ =
. Mfl’ 4

free path is defined as;

M, = 1/K, 24)

and the particle diameter as a function of mean free paths can be
defined as;

d
]mep = Mij"p . (25)

Given these definitions the effective opacity can be evaluated as;

s N
K, =20 (26)
d
P

NUMERICAL RESULTS

The mixture fraction is the driving parameter in these simu-
lations because it determines all material properties. This com-
pletely drives the radiation solution. Figure 6 shows the variance
of the mixture fraction as a function of non-dimensional time for
the different problem initializations presented in Table 1.

There are two common ways to treat the particulate temper-
ature: constant, equal to the initial temperature, or equal to the
mean cell temperature in which it resides. Fly ash and char are
typically treated at the mean cell temperature because of their
size. Coal particulate on the other hand is considerably larger
and therefore is less sensitive to the cell temperature. The differ-
ence in the normalized mean of the temperature (Equation 14) is
shown in Figure 7.

Figure 8 shows the normalized temperature mean (R‘}) for
all three different cases. In all the cases shown in this figure,
the mean cell temperature was used for the temperature of the
particulate. Variations in these curves are strongly correlated to
the variations in the mixture fraction (Figure 6).

The normalized emission mean (Equation 15) is also
strongly driven by variations in the mixture fraction and particu-
late opacity. Figure 9 shows the difference in the means when us-
ing a constant particulate temperature versus the cell mean tem-
perature.

The normalized emission mean (Rk;,) depends on the tem-
perature treatment of the particulate, and the opacity. To as-
sess the sensitivity, three different opacity values were chosen
(Kp =9.2,K, =92, and K, = 920). Figure 10 shows the dif-
ference in the normalized emission mean for the three different
opacities with St=2.3 and Npar=1.

Figure 11 shows all the normalized emission mean values
for the various problem initializations outlined in Table 1. The
differences in these curves correlate with the differences in the
material mixture fraction variance, shown in Figure 6.

The normalized absorption mean (Equation 16) is strongly
dependent on both the radiation source term and opacity distri-
bution. The statistical noise in this quantity make it difficult to
evaluate. Changes can best be illustrated by comparing the nor-
malized means of the cases that should have the greatest dif-
ferences. The problem is most sensitive to the mixture vari-
ance. The second most sensitive variable is the particulate thick-
ness. Figure 12 shows the normalized absorption mean (Rg¢)
for the test case without particulate and the test case with St=2.3,
Npar =1, K, = 920, and the particulate temperature defined as
the cell mean temperature. These cases should have the great-
est difference because of the sensitivity to mixture variance and
particulate thickness.

To observe the effect of particulate thickness, Figure 13
shows the thin test problem (K, = 9.2) and the thick test problem
(K, = 920). Figure 14 shows the dependence on the particulate
temperature definition using the St=2.3 and Npar = 2 test case.

CONCLUSIONS

Deshmukh et al. [1] developed a numerical test case that
could be used to evaluate the sensitivity of turbulent radiation
interactions to a variety of parameters. We have expanded upon
this test case to determine the sensitivity of TRI to the addition of
coal-type particulate. Other particulate, such as fly ash and char,
have been extensively studied and have been shown to strongly
affect mean flame temperatures and radiative heat fluxes [3,9].

Coal particulate is more sensitive to flow regimes than
smaller particulate, such as fly ash and char, because of its rela-
tive size and momentum. To evaluate the effect of the presence
of coal particulate on overall TRI, two simulations with different
Stokes numbers were performed (St=2.3 and St=0.0). Because
the particulate density will also vary in combustion applications,
two packing fractions were considered (9.6e-2% and 1.9e-1%).
The initial particle clustering in each of these simuations is ev-
ident in Figures 1 and 2. These figures show thin slices of the
spatial domain, and every dot represents a single particle loca-
tion, with the exception of Figure 2, where every dot represents
two particulate spheres. At low Stokes numbers, clustering be-
gins to occur and as the Stokes number is increased beyond 1,
collisions begin to push the particulate back into the eddies which
originally pushed them out.

Because the smoothing filter was not applied to the initial-
ization of the material distribution, the rate of product build-up is
much faster than in the work of Deshmukh et al. [1]. This is evi-
dent from a plot of the fuel distribution after one time step (Fig-
ure 3). In fact, the fuel is almost completely combusted after the
non-dimensional time of 0.05 (see Figure 4). The mixture frac-
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tion is the driving parameter for the radiative transfer equations in
this problem. Figure 6 shows a slightly different progression of
the mixture variance as a function of time for each of the initial-
izations. This likely relates directly to the initial kinetic energy
in the system before it is populated with fuel, and before the tur-
bulence is allowed to decay. The differences in the decay rates
of the mixture variance are observed in two of the normalized
TRI means (Figures 8 and 11). This is by far the most influen-
tial parameter in the system. Therefore, any variations associated
with varying Stokes numbers and packing fractions are difficult
to discern from a direct comparison.

To illustrate the influence of the definition of the particulate
temperature, each simulation was performed once using a con-
stant particulate temperature (of 750[K]) and once assuming the
particulate temperature is equal to the mean background medium
cell temperature. Figures 7 compares the normalized tempera-
ture mean (Ry4) for the two different definitions of the partic-
ulate temperature. These figures show that the TRI normalized
temperature mean is relatively insensitive to the particulate tem-
perature definition. The evolution of the packing fraction is most
sensitive to the definition of the particulate temperature. It is ex-
pected that as the number density and/or size of the particulate is
increased, the problem will become increasingly more sensitive
to the definition of particulate temperature. This is because larger
and/or more clustered particulate will likely maintain lower tem-
peratures, increasing TRI effects. Figure 9 shows the normalized
emission mean (Rg;j;) for all three particulate initializations with
both the constant particulate temperature and mean cell particu-
late temperatures. This mean is even less sensitive to the defini-
tion of the particulate temperature.

Figure 10 shows the dependence of the normalized emission
mean on the particulate optical thickness. This figure shows that
as the particulate becomes more optically thick, the TRI effects
associated with the emission term decrease. As the influence of
the particulate becomes more prominent, its smoother (in this
case constant) opacity means that the emission source distribu-
tion will be more consistent throughout the problem.

Statistical variance in the normalized absorption mean (Rx¢g)
makes it very difficult to quantify the effect of parameter varia-
tions. Therefore, only the simulations which should have the
most significant differences (as determined by the differences in
the other means) are plotted. The two most significant differ-
ences associated with the other means are the rate of reduction
in mixture variance and particulate optical thickness. Figure 12
compares the normalized absorption means for the two cases that
are the most different in opacity and mixture variance. Even in
these cases, it is difficult to draw any conclusions about the dif-
ferences in the results because of the significant statistical noise
in the solutions. Figures 13 and 14, comparing the differences
associated with particulate thickness and temperature treatment,
show some discernible differences. Making the problem thicker
or treating the particulate as a constant temperature appears to

reduce the statistical noise. This does show that the influence of
the particulate on the optically thin eddy approximation is rela-
tively mild. Even for the thickest particulate, the overall maxima
and minima of the curves remain relatively unaffected.

This work shows that TRI effects are relatively insensitive
to non-combusting coal-type particulate for low mass loadings.
The least sensitive TRI parameter is the normalized absorption
mean (or optically thin eddy approximation). As mass loading
increases and coal combustion processes are included, the TRI
effects will likely be amplified. This is because the source term
in the radiative transfer equation will be tightly coupled to the
location and density of the particulate.

A great deal of care was taken in this work to preserve the
physical properties of a coal combustion problem with low pack-
ing fractions. However, larger packing fractions should also be
compared to gain more insight into TRI effects associated with
heavily particulate laden zones (i.e. near fuel inlets). It would
also be beneficial to perform some simulations in which the radi-
ation source is driven by the particulate rather than the gas. This
would be more representative of a real combustion process for
pulverized coal. These simulations are left for future work.
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FIGURE 3. FUEL CONCENTRATION AFTER A SINGLE TIME
STEP

FIGURE 1. PARTICULATE CLUSTERING FOR A STOKES
NUMBER OF 2.3

Stokes = 2.3 Npar =2

X FIGURE 4. FUEL CONCENTRATION AFTER THE FINAL TIME

STEP
FIGURE 2. PARTICULATE CLUSTERING FOR A STOKES

NUMBER OF 2.3 AT TWICE THE PACKING FRACTION USED IN
FIGURE 1
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FIGURE 7. CONSTANT TEMPERATURE VERSUS MEAN CELL
TEMPERATURE TREATMENTS FOR ST=2.3 WITH TWICE THE
PACKING FRACTION (Npar =2)
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FIGURE 8. THE NORMALIZED TEMPERATURE MEANS (R74)
FOR THE THREE DIFFERENT PROBLEM INITIALIZATIONS
OUTLINED IN TABLE 1
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FIGURE 9. CONSTANT TEMPERATURE VERSUS MEAN CELL
TEMPERATURE TREATMENTS FOR ST=2.3 WITH TWICE THE
PACKING FRACTION (Npar = 2)
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FIGURE 10. CONSTANT TEMPERATURE VERSUS MEAN
CELL TEMPERATURE TREATMENTS FOR ST=2.3 WITH TWICE
THE PACKING FRACTION (Npar=2)
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FIGURE 13. NORMALIZED ABSORPTION MEANS FOR THICK

VERSUS THIN PARTICULATE

11

R_KG

0.1

0.08

-0.06

St =23 Npar=2

T T T
Mean Cell Temp ——
Constant Temp ——— |

0.02

1
0.03 0.04 0.05 0.06
t/tau
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