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Abstract—Recent years have witnessed an explosive growth
in the number of wireless devices. This development has fueled
much research in wireless access technologies to efficiently use
Radio Frequency (RF) spectrum. On the other hand, recent
advances in free space optical (FSO) technologies promise a
complementary approach to increase wireless capacity. In this
paper, we describe WiFO, a hybrid WiFi and FSO high-speed
wireless local area network (WLAN) of femtocells that can
provide high bit rates while maintaining seamless mobility.
Importantly, we introduce a novel location assisted coding (LAC)
technique, based on which, the number of novel rate allocation
algorithms are proposed to increase throughput and reduce
interference for multiple users in a dense array of overlapped
femtocells. Both theoretical analysis and numerical results show
orders of magnitude increase in throughput using LAC over
existing schemes for various random topologies.

I. INTRODUCTION

WiFi devices are projected to continue their significant
growth, fueled by the emerging markets for smart homes and
the Internet of Things (IoT). This leads to a significant increase
wireless bandwidth demand which cannot be met by the ex-
isting WiFi systems. Consequently, much recent research has
focused on the 802.11ad wireless standard to increase the WiFi
capacity. However, 802.11ad requires complex and power
hungry circuitry due to sophisticated modulation schemes to
obtain high bit rates. On the other hand, recent advances in
free space optical (FSO) technologies such as VLC, promise
a complementary approach to increase wireless capacity with
minimal changes to the existing wireless technologies. The
solid state light sources such as Lighting Emitting Diode
(LED) and Vertical-cavity Surface-Emitting Laser (VCSEL)
are now sufficiently mature that it is possible to transmit data at
high bit rates reliably at low power consumption using simple
modulation scheme such as ON-OFF Keying. Importantly, the
FSO technologies do not interfere with the RF transmissions.

In our previous work, we described a hybrid WiFi-FSO
(WiFO) WLAN [1],[2] that can provide orders of magnitude
increase in throughput over existing WiFi systems while main-
taining seamless mobility. The proposed WiFO architecture
was based on the femtocell architecture [3],[4] in which
transmissions take place in confined areas (non-overlapped
cells) to reduce interference. On the other hand, using a
dense deployment of overlapped femtocells can result in
higher bandwidth and greater mobility. Specifically, in this
paper, our first contribution is a novel cooperative transmission
scheme, known as Location Assisted Coding (LAC) technique
that takes advantage of the receiver’s location information to
eliminate interference and achieve high bit rates. LAC allows
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multiple receivers including ones in an overlapped areas to
obtain data from multiple transmitters simultaneously without
interference. We provide theoretical and numerical results of
LAC technique for random deployment topologies. Our second
contribution is the formulation of the multi-user rate allocation
problems and the corresponding algorithmic solutions.

II. RELATED WORK

We first briefly discuss a few related work on hybrid RF-
FSO communication systems then highlight the differences
between our work on LAC and the popular cooperative trans-
mission techniques Multiple Input Multiple Output (MIMO) as
well as the classic results on multiuser communication theory.

Hybrid RF-FSO communication systems. There have
been several studies on RF-FSO hybrid systems. The majority
of these studies, however are in the context of outdoor point-
to-point FSO transmission, using a powerful modulated laser
beam. Due to the instability of the FSO link over long distance
transmission, an RF link is often used as a back up link [5],
[6], [7]. Usually, a low capacity RF link is used when the
primary FSO link fails or degrades significantly due to rain,
fog or other environmental conditions. [8] provided a routing
framework that maximizes the fairness index, which defined as
the minimal ratio of data transmitted and data required among
all traffic profiles. Backup RF link is made more available
when the traffic is more delay sensitive. There are also recent
literature on joint optimization of simultaneous transmissions
on RF and FSO channels. For example, in [9], [10],[11], and
[12], the authors considered a joint coding schemes for both
FSO and RF channels. In [10], the authors studied the outage
probability in a FSO/RF hybrid system and presented a power
allocation scheme to minimize the outage probability. There
have been also work on optimizing a FSO/RF hybrid network
with respect to the location of the optical transceivers [13].
A more comprehensive optimization problem is presented in
[11]. Additional work on hybrid RF-FSO systems can also
be found in [14], [15], [16], and [17]. Many aforementioned
FSO/RF systems are designed for outdoor environments where
attenuation/fading is due mainly to the weather conditions
or scintillations. In contrast, our work is focused on Wi-Fi
and FSO system for indoor environments where fading is
due mainly to geometry of the cone beams. In this respect,
WiFO is similar to many VLC systems [18], [19], [20]
designed for indoor settings. Some of these VLC systems
rely on diffused light and thus channel characterization, e.g.,
light propagation is more involved. In contrast, due to WiFO
femtocell architecture, a WiFO channel is essentially flat since
there is almost no fading involved. Line-of-sight signal is the
main contribution to SNR.

Cooperative Transmissions. LAC is similar to Multiple-
Input Multiple-Output (MIMO) techniques that have been used
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widely in communications systems to achieve significantly
higher data rates than traditional single-input and single-
output systems [21], [22], [23], [24], [25]. In both LAC and
MIMO, the spatial dimension is key to increase data rate.
On the other hand, due to the simplicity of On-Off Keying,
or more generally, the Pulse Amplitude Modulation (PAM)
used in WiFO, LAC’s spatial dimension is gained through the
receiver’s information location. More importantly, majority of
MIMO coding techniques are focused on multiple transmit
and receive antennas for a single user [26], [27], [28], [29].
On the other hand, LAC’s aim is to use multiple transmitters
for multiple receivers simultaneously.

Multiuser information theory. From the information the-
ory perspective, LAC is related to the well-known broadcast
channel problem [30]. In this setting, single data source tries
to transmit a common message to all receivers at the same
time. The capacity for discrete memoryless channel is derived
by Marton in [31] which generalizes the results in [30]. The
achievable throughput of Gaussian broadcast channel is shown
in [32] using dirty-paper coding technique. The idea behind
dirty-paper coding [33] is that if the interference is known,
then by adapting to the interference, the transmitter still can
transmit at maximum rate despite of the interference. This
result is extended to multiple receivers in [34]. There have
also been several other approaches to interference manage-
ment [35], [36], [37]. LAC technique is different from these
approaches in several ways. First, LAC is designed for the
WiFO system [1] with short distance transmissions under
well-controlled environments. Second, LAC directly relies
on amplitude modulation and base band transmission which
are not typically used in high-rate RF transmissions as in
other approaches. Third, and importantly, LAC is a high level
coding technique similar to analog network coding [38],[39].
However, there is a crucial difference between analog network
coding and LAC. Analog network coding techniques typically
rely on the assumption that a receiver has access to side
information in the form of actual information bits or packets.
On the other hand, using LAC, a receiver does not need any
side information. This is possible because in WiFO setting,
the AP (sender) has complete knowledge about all the bits or
packets wanted by all the receivers together with the receivers
locations. Thus, the AP can incorporate all these information
into the encoded bits, allowing a simple decoding at the
receivers without side information.

III. PROBLEM SETUP

To motivate the problem, we first provide a brief background
on WiFO and FSO communication. WiFO design is based on
the femtocell architecture consisting of an array of triangular-
lattice FSO transmitters deployed in the ceiling to provide FSO
coverage for the floor area directly below. WiFO femtocells
can be overlapped or non-overlapped. We note that WiFO
uses inexpensive transmitters (LEDs) and receivers (silicon
photodiodes (PDs)). In addition, LEDs operate around 20 mW
with good SNR and well within the eye safety (850 nm). We
have successfully built a WiFO prototype from off-the-shelf
components. Each receiver is capable of receiving data 50-
100 Mbps simultaneously over both WiFi and FSO channels.
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Fig. 1: (a) Configuration of the optical transmitter array; (b)
coverage of optical transmitters with a divergent angle of ϑ

A demo can be seen at http://www.eecs.oregonstate.edu/∼
thinhq/WiFO.html.

Fig. 1(a) shows a topology of non-overlapped triangular-
lattice FSO transmitter array. The spacing between each trans-
mitter is determined by: d = 2h tanϑ, where h is the height
of the ceiling, and ϑ is the divergent angle of the transmitter.
Using h = 5 meters (approximate height of ceilings in typical
buildings) and ϑ = 7.5 degrees, the coverage area for a single
FSO transmitter is approximately 1.36 meter squares. The
light from the optical transmitter is a Gaussian beam with
a divergent angle of ϑ as shown in Fig. 1 (b). A large ϑ will
cover a larger floor area and thus reduce the total number
of FSO transmitters. However, the transmit power and the
minimum optical power required at the optical receivers set
the upper limit of ϑ. If two transmitters are co-located, then
the received signal power for a user will be doubled, and
thus higher data rates can be achieved. Nevertheless, such
simple deployment would increase the number of transmitters
by two, without improving the mobility since there are still
gaps between the circles as seen in Fig. 1(a). Although WiFi
transmission can cover those gaps, the bit rates might be
reduced in these areas.

One can use dense deployment of transmitter array to ensure
no gaps. Using overlapped coverage will increase mobility
and reduce bit error rate for a single receiver if two or more
transmitters are used to send data to the single receiver. On
the other hand, to avoid multi-user interference, transmitting
data in overlapped areas may require TDMA or FDMA, which
effectively reduces the overall capacity. We will show that
this limitation is not necessary when the side information,
specifically the user location, is used.

Assume that there are n FSO transmitters T1, T2, . . . Tn,
each produces a light cone that overlaps each other. We also
assume that there are m receivers R1, R2, . . . Rm, located
in the coverage areas. An FSO transmitter is assumed to
use On-Off Keying (OOK) modulation where high optical
power represents “1” and low power represents “0” [40]. On
the other hand, a receiver is assumed to be able to detect
different levels of light intensities. If two transmitters send a
“1” simultaneously to a receiver, the receiver would be able
to detect “2” as light intensities from two transmitters add
constructively. On the other hand, if one transmitter sends a
“1” while the other sends a “0”, the receiver would receive a
“1”.

Note that unlike a VLC system that relies on diffused light
and thus channel characterization, e.g., light propagation is
more involved, the WiFO channel is essentially flat since there
is almost no fading involved, and line-of-sight signal is the
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main contribution to SNR. Thus, SNR depends on the received
energy density which in turn, depends on the distance and
angle between the transmitter and receiver. Specifically, WiFO
receiver uses (adaptive) threshold decoding which is essen-
tially an energy detector, and therefore, is much more robust
than OFDM to recover the symbols (0, 1, 2, etc). Importantly,
to highlight the benefits of proposed LAC, we assume that
channel errors are either negligible or can be made negligible
using Forward Error Correcting (FEC) codes. We note that the
measurement results of our current WiFO prototype show that
the bit error rate is negligible for transmission distance of less
than 2 meters. When moderately strong FEC such as RS(255,
223) is applied, the resulted bit error rate is virtually zero up
to 3 meters. That said, LAC as described in Section IV can be
viewed as a high level coding scheme such as network coding
where the received symbols (“0”, “1”, “2”, etc.) at the physical
layers are assumed to be correct.

As an example, Fig. 2(a) shows a topology consisting of
two FSO transmitters and two receivers. In this setting, the
interference will occur at receiver R2 if transmitter T1 and
T2 sends independent bits to R1 and R2. Consequently, the
resulted channel diagram for each receiver is shown in Fig.
2(b). Again, we note that there is no symbol error due to
SNR. Rather, errors at each receiver is due only to interference.
Furthermore, a cooperative transmission scheme is one that

(a) (b)

Fig. 2: (a) Topology for two FSO transmitters and two
receivers; (b) Broadcast channels for two receivers.

uses both transmitters to send information to each receiver
simultaneously. This cooperative transmission scheme can be
viewed as a broadcast channel in which the sender broadcasts
four possible symbols: “00”, “01”, “10”, and “11” with the
left and right bits are transmitted by T1 and T2, respectively.
Thus, there is a different channel associated with each receiver
as shown in Fig. 2(b). There are only three possible symbols
for R2 because it is located in the overlapped coverage of two
transmitters. Therefore, it cannot differentiate the transmitted
patterns “01” and “10” as both transmitted patterns result in a
“1” at the receiver due to additive interference. On the other
hand, there are only two symbols at receiver R1 because it is
located in the light cone of a single transmitter.

A1 =


1 0
0 1
1 0
0 1

 , A2 =


1 0 0
0 1 0
0 1 0
0 0 1

 .

We note that the entry Ak(i, j) of the channel matrix denotes
the probability that a transmitted symbol i to turn a symbol j
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Fig. 3: Example of three cones with interference

at the receiver. Since we assume all sources of error are due
to multi-user interference, Ak(i, j) is either 0 or 1. The same
method can be used to construct the channel matrices for other
topologies, and scenarios with transmission errors [41].

Our goal is to design a cooperative transmission scheme
that allows the AP to send independent information to the
receivers at the maximum rates. We note that our problem
of characterizing the achievable region appears to be similar
to the well-known broadcast channels. Specifically, when the
channel is a Degraded Broadcast Channel (DBC), the capacity
region has been established [30], [42], [43]. However, it can be
shown that WiFO channel is not a degraded broadcast channel.
Thus, the well-known results on DBC are not applicable.

IV. LOCATION ASSISTED CODING

We now describe LAC encoding/decoding algorithms that
allow multiple receivers to receive independent bits simultane-
ously, effectively eliminating interference under many settings.
For simplicity, assume there are n transmitters and n receivers.
Receiver Ri wants to receive bits bi, i = 1, 2, . . . , n. The
goal is for the transmitters T1, T2, . . . , Tn to transmit bits
t1, t2, . . . tn simultaneously, but yet all the receivers Ri’s
will be able to recover their intended bits bi’s from the
received signals ri’s. By assumption, bi, ti ∈ {0, 1}. On the
other hand, ri ∈ {1, 2, . . . , n} since the received signals add
constructively.

Definition 1. Let H be the matrix whose entry H(i, j) is equal
to 1 if receiver i can receive signal from transmitter j and 0
otherwise. H is called a topology matrix.

For example, the topology matrix associated with Fig. 3 is:

H3 =

1 1 1
0 1 1
1 0 1

 .
We note that H is not a channel matrix that models the
property of a physical channel. Rather, H is used to model
the interference patterns.

Definition 2. The system is said to achieve full rate if every
receiver Ri can achieve 1 bit per transmission simultaneously.

Note that Definition 2 is meant for On-Off Keying modu-
lation in which, at most one bit of information can be sent by
any transmitter. We have the following Proposition:
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Proposition 1. If the topology matrix H has full rank in
GF(2), then it is possible for the system to achieve full rate.

The proof for Proposition 1 is best presented via the
following encoding and decoding algorithms that can achieve
full rate.

A. Encoding Algorithm

Let b1, b2, . . . , bn ∈ {0, 1} be the bits wanted by receivers
R1, R2, . . . , Rn, and H is a full rank topology matrix.

Consider the following system of equations in GF(2):
H(1, 1)t1 ⊕H(1, 2)t2 ⊕ . . .⊕H(1, n)tn = b1

H(2, 1)t1 ⊕H(2, 2)t2 ⊕ . . .⊕H(2, n)tn = b2

. . .

H(n, 1)t1 ⊕H(n, 2)t2 ⊕ . . .⊕H(n, n)tn = bn

(1)

where ⊕ is addition in GF(2), i.e. a ⊕ b = (a + b) mod 2.
Since H is a full-rank matrix in GF(2), we can solve the sys-
tem of equations (1) above for unique t1, t2, . . ., tn ∈ {0, 1} in
terms of b1, b2, . . ., bn. The solution for t1, t2, . . ., tn is a linear
combination of b1, b2, . . ., bn. We claim that if the transmitters
T1, T2, . . . , Tn transmit the bits t1, t2, . . . , tn, respectively,
then all the receiver R1, R2, . . . , Rn will be able to receive
their desired bits b1, b2, . . . , bn, even if a receiver is in the
overlapped area cover by multiple transmitters. We note that in
WiFO, the AP having access to all the flows of data, transmits
t1, t2, . . . tn to the transmitters T1, T2, . . . , Tn, respectively.
Ti then transmits ti. Thus, the encoding procedure involves
solving a system of linear equations. One assumption is
that the AP knows which regions the receivers are in, and
therefore it can construct the topology matrix H. If a receiver
is associated with two given transmitters then the AP knows
that the receiver is in an overlapped region of those two
transmitters. When all receivers are in non-overlapped regions,
the H is an identity matrix, and therefore full-rank. Thus,
ti = bi.

B. Decoding Algorithm

A receiver Ri needs to be able to recover the bit bi from
the received signal ri which can be represented as:


r1 = H(1, 1)t1 + H(1, 2)t2 + . . .+ H(1, n)tn

r2 = H(2, 1)t1 + H(2, 2)t2 + . . .+ H(2, n)tn

. . .

rn = H(n, 1)t1 + H(n, 2)t2 + . . .+ H(n, n)tn

(2)

The receiver recovers bi by performing

ri mod 2 = b̂i. (3)

Note that ri ∈ {0, 1, 2} is a symbol obtained by thresholding
a real value signal. Now we claim that bi = b̂i. This can
been seen by performing mod 2 operations on both sides of
equations (2) which results in the equations (1). Or simply, if
ri is even then Ri decodes bit bi as “0”, and “1” otherwise.
As a result, each receiver can decode its bits correctly and
independently in presence of interference. Furthermore, no

TABLE I: Transmitted signals, received signals and
recovered bits in GF(2) for three cones in Fig. 3

b1 b2 b3 t1 t2 t3 r1 r2 r3 b̂1 b̂2 b̂3
0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 1 1 2 2 1 0 0 1
0 1 0 1 0 1 2 1 2 0 1 0
0 1 1 1 1 0 2 1 1 0 1 1
1 0 0 1 1 1 3 2 2 1 0 0
1 0 1 1 0 0 1 0 1 1 0 1
1 1 0 0 1 0 1 1 0 1 1 0
1 1 1 0 0 1 1 1 1 1 1 1

other information regarding other users is required. Therefore,
the decoding procedure is very simple.

Example 1. Consider the overlapped regions as shown in
Fig. 3. The topology matrix for this case is:

H3 =

1 1 1
0 1 1
1 0 1


This matrix is also full-rank, therefore using LAC, one can
transmit data at full rate. Specifically, we solve the following
system of equations for t1, t2, t3 in GF(2).

t1 ⊕ t2 ⊕ t3 = b1

t2 ⊕ t3 = b2

t1 ⊕ t3 = b3

(4)

or 
t1 = b1 ⊕ b2
t2 = b1 ⊕ b3
t3 = b1 ⊕ b2 ⊕ b3

(5)

Now, if the three transmitters transmit bits as shown in (5),
then at the receivers, the received signals are:

r1 = t1 + t2 + t3

r2 = t2 + t3

r3 = t1 + t3

(6)

The received signals and the recovered bits using (3) for all
cases are shown in Table I. We can see that the recovered bits
are exactly the intended bits.

C. Coding Scheme for GF(q)

The coding scheme in previous section uses GF(2). It
assumes that the transmitters can only transmit “0” and “1”
using OOK modulation. If the transmitters can transmit with
q levels from “0” to “q− 1” where q is a prime number, then
the coding scheme can be extended to GF(q). Specifically,

1) At the transmitter, we still use the system of equations
(1) except that the addition is now performed over
GF(q), i.e. a⊕b = (a+b) mod q. Unique t1, t2, . . . , tn
can be obtained if the matrix H is full-rank in GF(q).

2) At the receiver, we still have the system of equations (2)
whose coefficients are in GF(q). Then the transmitted
bits can be recovered by computing:

b̂i = ri mod q. (7)
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The advantages of using multiple levels q are twofold. First,
it increases the capacity with fewer number of transmitters.
Second, it is easier to have full-rank topology matrix. A matrix
that is not full-rank in GF(2) might be full-rank in GF(q)
with q > 2, leading to the potential of transmitting data at full
rate.

D. Asymptotic Performance of LAC

We now consider a topology generated uniformly at random
that consists of n receivers and n transmitters (cones). The
probability of receiver i is belonged to transmitter j is p for
all i and j. Thus, the topology matrix H is an n × n matrix
in GF(2) such that:

Hij =

{
1 with probability p
0 with probability 1− p.

Let q be the size of the finite field, and γ = 1 − 1/q, and
denote

h =

n∑
k=1

(
n

k

)
γk(1− γ)n−k[1 + (q − 1)(1− p/γ)k]n.

We have the following proposition regarding the achievable
rate.

Proposition 2. The achievable rate RLAC using LAC, defined
as the average number of bits can be received per time slot,
can be approximated as :

RLAC ≈ n− logq (h+ 1) (8)

for sufficiently large n. For p = 1
2 , and if there is a sufficiently

large number of transmitters and receivers in a small area,
the probability PLAC for achieving full rate, i.e. RLAC = n,
approaches a constant. Specifically,

PLAC = 0.289, (9)

and the average achievable rate is:

RLAC =
1

2n2

n∑
k=1

k

k−1∏
i=0

(2n − 2i)2

2k − 2i
. (10)

Proof: Please see the Appendix.
To quantify the interference gain of LAC, we compare LAC

with BC. BC scheme is designed to avoid interference, thus a
transmission to a receiver is taken place only if it is located
in a non-overlapped area. The number of pairs of receiver and
transmitter that satisfies this condition is the maximum number
of bits that can be transmitted at a time. We have the following
proposition for the BC performance, assuming p = 1/2.

Proposition 3. The probability that the BC scheme is able to
transmit a full rate (n) is:

PBC =
n!

2n2 , (11)

and the average rate R for the BC scheme is:

RBC =
1

2n2

n∑
k=1

k!

(
n

k

)2

2(n−k)
2

. (12)

Fig. 4: Achievable rate region for R1 and R2.
Proof: Please see the Appendix.

We note that Propositions 2 and 3 show that the probability
of transmitting at the full rate is approaching a constant (0.289)
for LAC while this probability is exponentially decreased to
zero for BC when n is large. Clearly, LAC is more efficient
than the BC scheme.

E. Enlarging Achievable Rate Region Using LAC

Fig. 4 shows the three achievable rate regions for R1 and
R2 in the scenario shown scenario in Fig. 2. Each blue, green,
and yellow region depicts possible rate region using different
transmission schemes. Each point (x, y) denotes the achievable
rate, i.e., bits per transmission for R1 and R2, respectively. The
blue region is achievable by simply using TDMA. Specifically,
(1,0) is achievable by sending bits to R1 exclusively and zero
bits to R2. Similarly, (0,1) is achievable by sending all the
bits to R2 and zero bits to R1. Therefore, using TDMA and
varying the fraction of time we use the strategy (0,1) and the
remaining time we use the strategy (1,0), the blue achievable
region can be achieved.

Such a scheme can be further enlarged by noting that
the point (0, log 3) can be achieved. Indeed, log 3 bits per
transmission is achievable for R2 if two transmitters are used
to transmit bits to R2. Specifically, there are three distinct
symbols at R2: 0, 1, 2. Therefore,the maximum achievable rate
is log 3. Now using TDMA between the strategies (0, log 3)
and (1, 0), the green region is achievable.

Finally and importantly, the point (1,1) in Fig. 4 is achiev-
able using LAC since the topology has rank 2, resulting in
each receiver can receive 1 bit per time unit. Consequently, the
achievable region is enlarged by an additional amount shown
in yellow, using a time sharing scheme that alternates among
three different strategies: (0, log 3), (1, 0), and (1, 1).

V. LAC-BASED SCHEDULING ALGORITHMS

In previous Section, we describe LAC for some ideal n×n
topology matrices with equal number of transmitters and
receivers. In practice, the numbers of transmitters and receivers
are different. Therefore, in this section, we develop three
scheduling schemes with different aims for handling arbitrary
topologies. All these schemes use LAC in Section IV as the
primitive. The first scheme (k − bit Algorithm) is a simple
algorithm that produces the maximum transmission rate while
ensuring that every receiver is guaranteed to receive its bit
at a certain minimum rate. The second scheme (Max Rate
First) is a solution to a convex optimization problem that
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produces a maximum transmission rate while minimizing the
difference between a receiver’s rate and its target proportional
rate. The third scheme (Proportional Rate First) is also a
solution to a convex optimization problem that ensures every
receiver achieving exactly its proportional rate at the expense
of reducing the overall transmission rate.

A. k − bit Algorithm

Assuming that the topology matrix H is of size m×n, and
has rank k (k ≤ min(m,n)). As a result, only k independent
single channels are used at any point in time [23]. Our goal is
to derive a scheduling scheme to achieve k/n of the full rate
R. This is also the theoretical maximum rate.

We begin with the following proposition.

Proposition 4. Let H be an m × n matrix with rank k in
GF(q). H has no row with all zero entries. Let u1,u2, . . . ,uk

be k linearly independent row vectors and v1, v2, . . . , vm−k be
the other m− k row vectors in the matrix. For each vi, there
always exists a row vector uj such that if the two vectors are
swapped, u1,u2, . . . ,uj−1, vi,uj+1, . . . ,uk are still linearly
independent.

Proof: Please see Appendix.
Using Proposition 4, the following scheduling scheme can

achieve the rate of k
nR as follows.

Algorithm 1 produces a sequence of m − k + 1 pairs.

Algorithm 1: k-bit Algorithm
1) Find a set U of k linearly independent rows of H:

U = {u1, u2, . . ., uk}.
Put the other m− k rows to a set V .

2) From the set of linearly independent rows X = U ,
create a k × n matrix H̃.
H̃ has rank k. Therefore, we can pick k columns
from H̃ to create k × k matrix H′ that has rank k.

3) Deploy the proposed coding schemes (Section IV-C)
for k transmitters and k receivers corresponding to
the full-rank matrix H′.

4) Take a row vi out from V , search through the set U
and find a row uj ∈ U
such that if we replace uj by vi in the set U , we
obtain a set of linearly independent rows U ′.
This is a direct consequence of Proposition 4.

5) Go to step 2) with X = U ′ until V is empty.

Each pair includes a set of k transmitters and a set
of k receivers with the corresponding full-rank k × k
topology matrix H′ from Step 3. They are the sets of active
transmitters and receivers allowing k receivers to decode
its signal correctly in a time slot. By periodically using the
pairs of active transmitter set and receiver set in the sequence
, we can achieve rate of k

nR and allow m receivers share
the bandwidth. After the algorithm terminates, each receiver
appears in at least one pair of transmitter and receiver sets

and therefore has a chance to receive and decode its signal at
a certain minimum rate. Nevertheless, this scheduling scheme
does not guarantee the throughput fairness among all users in
the system.

B. Proportional Rate Allocation Scheduling

We have demonstrated that k−bit Algorithm performs very
well in term of bandwidth efficiency since it always operates at
full rate. However, it is not clear how LAC can be used in the
scenarios where multiple receivers request different transmis-
sion rates. We now formulate the Time Minimization (TM)
problem that minimizes the time required to send different
number of bits to different receivers. This problem turns out to
be NP-hard. We then propose two variants of the Proportional
Rate Allocation (PRA) problem, as approximate solutions to
the TM problem, but which can be solved efficiently using
convex optimization.

We use the following assumptions and notations for the TM
formulation.

• There are m receivers R1, R2, . . . , Rm. Each receiver
requires a different number of bits, i.e., receiver Ri needs
bi bits.

• Let k be the rank of the topology matrix H. Therefore,
in each round, the transmitters can collectively transmit
no more than k information bits to the receivers.

• Let N be the number of rounds required for the trans-
mitters to send the requested bits to all the receivers. The
goal is to find the a scheduling scheme that minimizes
the number of rounds N .

Let the set U = {u1,u2, . . . ,um} be the set of all rows of
matrix H. Let D = {V1,V2, . . . ,Vd} where |D| = d be the set
that contains all distinct non-empty subsets Vi ⊂ U such that
all vectors in Vi are linearly independent. Since rank(H) = k

we have |Vi| ≤ k and 0 < d ≤
i=k∑
i=1

(
m

k

)
.

We can construct any LAC-based scheduling scheme C
as follows. At each round, we choose a subset Vi for any
1 ≤ i ≤ d where |Vi| = l then l receivers corresponding to
l independent vectors in Vi will be served using LAC. The
process repeats until all receivers receive their desired number
of bits (some receivers can receive more bits than their desired
number of bits).

Let A ∈ [0, 1]m×d be the matrix which represents the set D

Aij =

{
1 if Vj includes receiver Ri

0 otherwise

Define x = [x1, x2, . . . , xd]T where xi ∈ Z+ denotes the
number of rounds that we choose subset Vi. The total number
of rounds:

N =

m∑
i=1

xi

Therefore, the number of bits that receiver Ri receives which
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requires to be no less than bi can be written as the constraint:

d∑
j=1

xjAij ≥ bi ∀i (13)

↔ Ax � b (14)

where b = [b1, b2, . . . , bm]T is the vector representing the
desired number of bits for each receiver, and � represents
element-wise comparison.

This time minimization problem can be formulated an
Integer Linear Program:

Problem P1: Minimize
∑
i

xi

Subject to

{
x � 0
Ax � b

(15)

with variable x ∈ Z+d×1 and given A ∈ [0, 1]m×d,b ∈
Z+m×1

We illustrates this problem with the following example.

Example 1. We have m = 4, n = 3 and suppose
(b1, b2, b3, b4) = (2, 2, 1, 1). Assume that

H =


1 0 0
0 1 0
0 0 1
0 1 1


Then rank(H) = 3.
• There are d = 12 feasible subsets in D:
{(R1); (R2); (R3); (R4); (R1, R2); (R1, R3); (R1;R4)
(R2, R3); (R2, R4), (R3, R4), (R1, R2, R3), (R1, R2, R4)}.

• The optimal scheme C∗ would need 2 rounds:
(R1, R2, R3), (R1, R2, R4).

• Compare to some other scheme C would need 3 rounds:
(R1, R2), (R1, R2), (R3, R4).

We note that (15) is the generalized form of the Covering
Integer program [44] in which bi = 1 ∀i. Furthermore,
the Covering Integer program is shown to be equivalent to
Set Cover problem which has been shown to be NP-hard
[45]. Thus, the Time Minimization problem is NP-hard, and
many heuristic algorithms can be used to solve this problem.
Therefore, we will now focus on the PRA problems below.

Recall that if rank(H) = k then by using the k − bit
Algorithm, we can serve k receivers in each round. Certainly,
we would prefer to transmit k bits per time slot in any round.
That said, there are many scheduling schemes that can achieve
the maximum rate, but we prefer a scheme that can also
achieve some given target rate of each receivers. To do so,
we will use a randomized approach to design our scheduling
schemes.

To illustrate our approach, suppose there are 3 receivers
R1, R2, R3 and their associated topology matrix H, with
rank(H) = 2 such that the systems can serve both R1

and R2 or both R2 and R3 in a round. A scheme C can
be implemented as follows. In each round with probability
of 0.5, we choose the subset V1 = (R1, R2) to serve and
with remaining probability of 0.5, we choose the subset

V2 = (R2, R3) to serve. By applying scheme C with a
probabilistic policy x = [0.5, 0.5], the resulted rate distribution
b of over three receivers R1, R2, R3 is [0.5, 1, 0.5] respectively
or can be normalized as [ 14 ,

1
2 ,

1
4 ].

Due to the weak law of large numbers, it is guaranteed
that the average rate distribution achieved by a randomized
schedule x will converge to its true target rate in probability,
i.e, if the policy x is used repeatedly in a large number of
rounds, the average rate distribution b̄ would be within ε close
to the resulted rate distribution b:

lim
n→∞

P (|b̄− b| ≥ ε) = 0.

Suppose the number of bits that three receivers R1, R2, R3

requires are [500, 1000, 500] respectively then the desired rate
distribution b can also be normalized as [ 14 ,

1
2 ,

1
4 ]. Hence, this

desired distribution can be achieved by applying the above
scheme C.

Max Rate First. We now consider the following propor-
tional rate allocation problem. The notations are similar to the
time minimization problem.
• The set D only includes subset Vi such that |Vi| = k.

Also 0 < d ≤
(
m
k

)
• Matrix A is defined similarly to the time minimization

problem.

Aij =

{
1 if the set Vi includes receiver Rj

0 otherwise

• Let x = [x1, x2, . . . , xd]T where xi be the probability
that Vi is chosen at each round.x ≥ 0∑

i

xi = 1.

• Hence, the resulted rate distribution r(x) = 1
kAx.

Our goal is to find a randomized scheme that can operate
with a maximum rate while achieving as close as possible to
a given target rate allocation. The problem can be described
as follows. Let b = [b1, b2, . . . , bm]T be the desired rate
distribution over all m receivers. Also, b is normalized such
that

m∑
i=1

bi = 1. The goal of this problem is to find a scheme

x such that the target rate distribution r(x) = b, or as
close as possible to b where the distance from the obtained
rate allocation distribution r(x) to the target distribution b is
defined by using vector norm ||r(x)−b|| = || 1kAx−b||. Thus,
the problem can be formulated in convex optimization form
as:

Problem P2: Minimize || 1kAx− b||

Subject to

{
x � 0
1T x = 1

(16)

P2 is a non-negative least square problem (NNLS) which can
be solved efficiently by the active set method [46].

Proportional Rate First. When WiFO operates at full-
rate, it is possible that the desired rate allocation cannot be
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reached. However, if a precise target rate allocation is required,
it is possible to achieve this objective at the cost of reduced
overall transmission rate. In particular, we can formulate this
problem as follows. Denote D(k) ⊆ D as the set which
only includes Vi such that |Vi| = k. Note that when D(k)

is used, the transmission rate is k. Let A(k) be the matrix
representing the set D(k) (similar to previous A and D) and
A(k) ∈ [0, 1]m×d

(k)

where d(k) = |D(k)|. A policy can be
represented by vector x = [x(1), x(2), . . . , x(k)] where x(i) is a
d(i)-vector corresponding to the probability that A(i) is chosen.
Next, the average rate can be computed as:

R = k
∑

x(k)+(k−1)
∑

x(k−1)+· · ·+
∑

x(1) =

k∑
i=1

iT x(i),

where each iT is a d(i)-vector with all entries of value i for
i− 1, . . . , k. Also the rate allocation distribution is:

1

k
A(k)x(k)+

1

k − 1
A(k−1)x(k−1)+· · ·+A(1)x(1) =

k∑
i=1

1

i
A(i)x(i) = b.

Now, the problem can be formulated as:

Problem P3: Maximize
k∑

i=1

iT x(i)

Subject to


x � 0
1T x = 1
k∑

i=1

1
i A(i)x(i) = b.

(17)

P3 can be efficiently solved via convex optimization algo-
rithms [47].

VI. SIMULATION RESULTS

A. Asymtoptotic Performance

To quantify the interference gain of LAC over BC as de-
scribed in Section IV-D, Fig. 5 shows the empirical probability
of being able to send bits at full rate for LAC and BC schemes
as a function of number of the receivers n. As seen, this
probability for LAC is always larger than that of BC scheme.
Furthermore, it decreases and approaches 0.289, verifying the
correctness of Proposition 2. On the other hand, the same
probability decreases to zero quickly for the BC scheme,
making the BC scheme extremely inefficient for a densely
populated area as shown by Proposition 3.

Also, Fig. 6 shows that the average rate of the LAC scheme
is much larger than that of BC. Furthermore, the rate of LAC
shows an roughly linear relation to the number of transmitters
while the rate of BC decreases as the number of transmitter
increases.

B. Proportional Rate Allocation

We now provide performance of Max Rate First scheme.
Fig. 7 plots the average optimal values of the objective
function vs. rank of H’s. In this simulation, the number of
transmitters is equal to the number of receivers (m = n = 10).
The topology matrices H are generated uniformly at random,
and the their ranks are noted. However, for any H, we require
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Fig. 5: Full rate transmission probabilities versus different
number of cones
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Fig. 6: Average rate versus different number of cones
that any receiver is covered by at least one transmitter. The
desired rate allocation is a constant vector:

b =
[
0.19 0.21 0.18 0.02 0.1 0.05 0.07 0.08 0.01 0.09

]T
.

A small distance implies that the solution of the corresponding
randomized policy approximates the desired rate allocation
well. As seen in Fig. 7, when the rank of H increases, the
system can transmit at full rate which exactly equals to the
rank. However, all receivers need to participate in transmission
in every time slot. Thus, the policy is not sufficiently flexible
to achieve the proportional target rate allocation. For example,
when the matrix H is full rank, the only possible solution is
[0.1, 0.1, . . . , 0.1] (n = 10) which can be far way from the
target rate allocation. On the other hand, when H has low
rank, at each time slot, there are several options of choosing
which receivers to serve. Hence, the system would have more
flexibility to allocate the rate as desired. For Proportional Rate
First scheme, Fig. 8 shows the overall rate of the system vs. the
rank of H. The simulation parameters are identical to that of
Fig. 7. The proportional rate is now guaranteed to be the exact
target rate allocation. On the other hand, the solution might
not achieve full rate. In fact, as the rank increases, hence the
full rate increases, the gap between the overall resulted rate
and the full rate increases.

We note that since the rank of a matrix cannot exceed its
dimensions, therefore k ∈ (0,min(m,n)) where m and n
denote the numbers of transmitters and receivers. When there
are many transmitters and receivers, one can expect that k
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will likely to be large. With higher values of k, the total bit
rate of the system will increase. This is intuitive since there
are more opportunities to transmit information independently
from either larger number of independent transmitters or larger
number of receivers

VII. CONCLUSIONS

In this paper, we briefly introduce WiFO, a hybrid high-
speed WiFi-FSO network for Gbps wireless local area network
(WLAN) femtocells with seamless mobility. We introduce a
novel location assisted coding (LAC) technique, based on
which, the number of novel rate allocation algorithms are
proposed to increase throughput and reduce interference for
multiple users in a dense array of overlapped femtocells.
Both theoretical analysis and numerical results show orders
of magnitude increase in throughput using LAC over existing
schemes for various random topologies.

APPENDIX

Proof of Proposition 2
Proof: The average number of bits that the systems can

transmit at a time (transmission rate) using LAC is computed
as follows.

E[RLAC ] = E[rank(H)] =

n∑
k=1

P(rank(H) = k)k.

From [48], the expected number of linear dependencies of the
rows of H in GF(q) is:

E[l(H)] =

n∑
k=1

(
n

k

)
γk(1− γ)n−k[1 + (q − 1)(1− p/γ)k]n.

where γ = 1 − 1/q with q = 2 in this case. Since l(H) =
qn−rank(H)−1, the approximation of expected rank of H, i.e.,
the average transmission rate can be computed as:

E[rank(H)] ≈ n− logq (E[l(H)] + 1).

When p = 0.5, H is drawn uniformly at random from all
the possible matrices whose entries consists of 0 or 1. Denote
C(k) as the number of n × n matrix of rank k in GF(2).
According to [49], we have:

C(k) =

k−1∏
i=0

(2n − 2i)2

2k − 2i
. (18)

Also, the total number of n×n matrix in GF(2) is 2n
2

then:

P(rank(H) = k) =
C(k)

2n2 =
1

2n2

k−1∏
i=0

(2n − 2i)2

2k − 2i
. (19)

Therefore, the average rate (average number of bits transmitted
at a time) for LAC is shown as follows.

E[RLAC ] = E[rank(H)] =

n∑
k=1

k × P(rank(H = k))

=
1

2n2

n∑
k=1

k

k−1∏
i=0

(2n − 2i)2

2k − 2i

Now, the probability that the matrix H is invertible [50] is:

P(rank(H) = n) = (1−2−n) . . . (1−2−2)(1−2−1) =

n∏
i=1

(1− 1

2i
).

(20)
From [50], one can show that

lim
n→∞

P(rank(H) = n) ≈ 0.289. (21)

Proof of Proposition 3
Proof: Using BC, k bits can be transmitted if there are

k receivers located in k non-overlapped regions and in each
of these k regions there is only one receiver. As a result, H
would have k “1” entries and these k entries is the only non-
zero entry in its row and its column. Denote D(k) as the
number of n× n matrices in GF(2) that have at least k “1”
entries satisfying the condition. We have:

D(k) = k!

(
n

k

)2

2(n−k)
2

, k = 1, . . . , n,D(n+ 1) = 0. (22)

Therefore, the number of matrices in GF(2) that have ex-
actly k entries satisfying the condition is D(k) − D(k + 1).
Consequently, the average rate is:

E[RBC ] =
1

2n2

n∑
k=1

(D(k)−D(k + 1))k =
1

2n2

n∑
k=1

D(k) (23)
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Proof of Proposition 4
Proof: Since the matrix H is of rank k in GP(q) and rows

u1,u2, . . . ,uk are linearly independent, the other m− k rows
v1, v2, . . . , vm−k could be represented as linear combinations
of u1,u2, . . . ,uk. In other words, for any row vi, we have:

vi =

k∑
q=1

csus, (24)

where cs ∈ {0, 1, 2, . . . , q − 1} and at least one of the
coefficient cs’s is different from 0 since H contains no row
with all zero entries. Denote that non-zero coefficient as cs′ .
Now we just need to pick us′ to be replaced by vi and still
obtain a set of linearly independent rows. We will prove this
by contradiction.

Suppose that u1, u2, . . ., us′−1, vi, us′+1, . . ., uk are not
linearly independent. As a result, since u1, u2, . . ., us′−1,
us′+1, . . ., uk are linearly independent, vi could be represented
by a linear combination of u1, u2, . . ., us′−1, us′+1, . . ., uk.
In other words,

vi =
∑
s6=s′

c′sus. (25)

From (24) and (25),∑k
s=1 csus =

∑
s6=s′ c

′
sus,

⇔ cs′us′ =
∑

s6=s′ (cs − c′s)us,

or u1,u2, . . . ,uk are linearly dependent which leads to con-
tradiction.

REFERENCES

[1] Q. Wang, T. Nguyen, and A. X. Wang, “Channel capacity optimization
for an integrated wi-fi and free-space optic communication system
(wififo),” in Proceedings of the 17th ACM international conference
on Modeling, analysis and simulation of wireless and mobile systems.
ACM, 2014, pp. 327–330.

[2] T. Duong, D. Nguyen-Huu, and T. Nguyen, “Location assisted coding
(lac): Embracing interference in free space optical communications,”
in Proceedings of the 11th ACM Symposium on QoS and Security for
Wireless and Mobile Networks. ACM, 2015, pp. 107–114.

[3] V. Chandrasekhar, J. G. Andrews, and A. Gatherer, “Femtocell networks:
a survey,” Communications Magazine, IEEE, vol. 46, no. 9, pp. 59–67,
2008.

[4] V. Chandrasekhar, J. G. Andrews, T. Muharemovict, Z. Shen, and
A. Gatherer, “Power control in two-tier femtocell networks,” Wireless
Communications, IEEE Transactions on, vol. 8, no. 8, pp. 4316–4328,
2009.

[5] H. Wu, B. Hamzeh, and M. Kavehrad, “Achieving carrier class avail-
ability of fso link via a complementary rf link,” in Signals, Systems
and Computers, 2004. Conference Record of the Thirty-Eighth Asilomar
Conference on, vol. 2, Nov 2004, pp. 1483–1487 Vol.2.

[6] S. Bloom and W. Hartley, The last-mile solution: hybrid FSO radio.
AirFiber Inc., May 2002.

[7] I. Kim and E. Korevaar, “Availability of free space optics (fso) and
hybrid fso/rf systems,” Proc. Optical Wireless Commun. IV, Aug 2001.

[8] A. Kashyap and M. Shayman, “Routing and traffic engineering in hybrid
rf/fso networks,” in Communications, 2005. ICC 2005. 2005 IEEE
International Conference on, vol. 5, May 2005, pp. 3427–3433 Vol.
5.

[9] A. Abdulhussein, A. Oka, T. T. Nguyen, and L. Lampe, “Rateless coding
for hybrid free-space optical and radio-frequency communication,” Wire-
less Communications, IEEE Transactions on, vol. 9, no. 3, pp. 907–913,
March 2010.

[10] N. Letzepis, K. Nguyen, A. Guillen i Fabregas, and W. Cowley, “Outage
analysis of the hybrid free-space optical and radio-frequency channel,”
Selected Areas in Communications, IEEE Journal on, vol. 27, no. 9, pp.
1709–1719, December 2009.

[11] Y. Tang, M. Brandt-Pearce, and S. Wilson, “Link adaptation for through-
put optimization of parallel channels with application to hybrid fso/rf
systems,” Communications, IEEE Transactions on, vol. 60, no. 9, pp.
2723–2732, September 2012.

[12] D. Wang and A. Abouzeid, “Throughput capacity of hybrid radio-
frequency and free-space-optical (rf/fso) multi-hop networks,” in Infor-
mation Theory and Applications Workshop, 2007, Jan 2007, pp. 3–10.

[13] F. Ahdi and S. Subramaniam, “Optimal placement of fso links in hybrid
wireless optical networks,” in Global Telecommunications Conference
(GLOBECOM 2011), 2011 IEEE, Dec 2011, pp. 1–6.

[14] M. Najafi, V. Jamali, and R. Schober, “Adaptive relay selection protocol
for the parallel hybrid rf/fso relay channel,” in Communications (ICC),
2016 IEEE International Conference on. IEEE, 2016, pp. 1–7.

[15] L. Chen, W. Wang, and C. Zhang, “Multiuser diversity over parallel
and hybrid fso/rf links and its performance analysis,” IEEE Photonics
Journal, vol. 8, no. 3, pp. 1–9, 2016.

[16] V. Jamali, D. S. Michalopoulos, M. Uysal, and R. Schober, “Link
allocation for multiuser systems with hybrid rf/fso backhaul: Delay-
limited and delay-tolerant designs,” IEEE Transactions on Wireless
Communications, vol. 15, no. 5, pp. 3281–3295, 2016.

[17] A. Douik, H. Dahrouj, T. Y. Al-Naffouri, and M.-S. Alouini, “Hybrid
radio/free-space optical design for next generation backhaul systems,”
IEEE Transactions on Communications, vol. 64, no. 6, pp. 2563–2577,
2016.

[18] N. Chi, H. Haas, M. Kavehrad, T. D. Little, and X.-L. Huang, “Visible
light communications: demand factors, benefits and opportunities [guest
editorial],” IEEE Wireless Communications, vol. 22, no. 2, pp. 5–7, 2015.

[19] S. Arnon, Visible light communication. Cambridge University Press,
2015.

[20] X. Li, R. Zhang, and L. Hanzo, “Cooperative load balancing in hybrid
visible light communications and wifi,” IEEE Transactions on Commu-
nications, vol. 63, no. 4, pp. 1319–1329, 2015.

[21] A. J. Paulraj, D. A. Gore, R. U. Nabar, and H. Bölcskei, “An overview
of mimo communications-a key to gigabit wireless,” Proceedings of the
IEEE, vol. 92, no. 2, pp. 198–218, 2004.

[22] E. Biglieri, R. Calderbank, A. Constantinides, A. Goldsmith, A. Paulraj,
and H. V. Poor, MIMO wireless communications. Cambridge University
Press, 2007.

[23] A. Goldsmith, S. A. Jafar, N. Jindal, and S. Vishwanath, “Capacity limits
of mimo channels,” Selected Areas in Communications, IEEE Journal
on, vol. 21, no. 5, pp. 684–702, 2003.

[24] E. Björnson, E. G. Larsson, and T. L. Marzetta, “Massive mimo: Ten
myths and one critical question,” IEEE Communications Magazine,
vol. 54, no. 2, pp. 114–123, 2016.

[25] E. G. Larsson, O. Edfors, F. Tufvesson, and T. L. Marzetta, “Massive
mimo for next generation wireless systems,” IEEE Communications
Magazine, vol. 52, no. 2, pp. 186–195, 2014.

[26] G. J. Foschini and M. J. Gans, “On limits of wireless communications in
a fading environment when using multiple antennas,” Wireless personal
communications, vol. 6, no. 3, pp. 311–335, 1998.

[27] D. Gesbert, M. Shafi, D.-s. Shiu, P. J. Smith, and A. Naguib, “From
theory to practice: an overview of mimo space-time coded wireless
systems,” Selected Areas in Communications, IEEE Journal on, vol. 21,
no. 3, pp. 281–302, 2003.

[28] V. Tarokh, N. Seshadri, and A. R. Calderbank, “Space-time codes for
high data rate wireless communication: Performance criterion and code
construction,” Information Theory, IEEE Transactions on, vol. 44, no. 2,
pp. 744–765, 1998.

[29] L. Poo, “Space-time coding for wireless communication: a survey,”
Report from Standford University, 2002.

[30] T. Cover, “Broadcast channels,” Information Theory, IEEE Transactions
on, vol. 18, no. 1, pp. 2–14, 1972.

[31] K. Marton, “A coding theorem for the discrete memoryless broadcast
channel,” Information Theory, IEEE Transactions on, vol. 25, no. 3, pp.
306–311, May 1979.

[32] G. Caire and S. Shamai, “On the achievable throughput of a multiantenna
gaussian broadcast channel,” Information Theory, IEEE Transactions on,
vol. 49, no. 7, pp. 1691–1706, 2003.

[33] M. H. Costa, “Writing on dirty paper (corresp.),” Information Theory,
IEEE Transactions on, vol. 29, no. 3, pp. 439–441, 1983.

[34] Y.-H. Kim, A. Sutivong, and S. Sigurjonsson, “Multiple user writing
on dirty paper,” in Information Theory, 2004. ISIT 2004. Proceedings.
International Symposium on. IEEE, 2004, p. 534.

[35] R. T. Krishnamachari and M. K. Varanasi, “Interference alignment under
limited feedback for mimo interference channels,” IEEE Transactions on
Signal Processing, vol. 61, no. 15, pp. 3908–3917, 2013.



IEEE TRANSACTIONS ON COMMUNICATIONS 11

[36] N. Goela, E. Abbe, and M. Gastpar, “Polar codes for broadcast chan-
nels,” IEEE Transactions on Information Theory, vol. 61, no. 2, pp.
758–782, 2015.

[37] O. El Ayach, S. W. Peters, and R. W. Heath, “The practical challenges of
interference alignment,” IEEE Wireless Communications, vol. 20, no. 1,
pp. 35–42, 2013.

[38] S. Katti, H. Rahul, W. Hu, D. Katabi, M. Médard, and J. Crowcroft,
“Xors in the air: Practical wireless network coding,” in ACM SIGCOMM
computer communication review, vol. 36, no. 4. ACM, 2006, pp. 243–
254.

[39] S. Agnihotri, S. Jaggi, and M. Chen, “Analog network coding in general
snr regime: performance of a greedy scheme,” in Network Coding
(NetCod), 2012 International Symposium on. IEEE, 2012, pp. 137–
142.

[40] H. Henniger and O. Wilfert, “An introduction to free-space optical
communications,” Radioengineering, vol. 19, no. 2, pp. 203–212, 2010.

[41] D. Nguyen-Huu, “Network coding, random matrices, and their applica-
tions to communication systems,” 2016.

[42] D. Neuhoff, R. Gray, L. Davisson et al., “A coding theorem for the
discrete memoryless broadcast channel,” Trans. Inform. Theoty, vol. 21,
pp. 511–528, 1975.

[43] R. G. Gallager, “Capacity and coding for degraded broadcast channels,”
Problemy Peredachi Informatsii, vol. 10, no. 3, pp. 3–14, 1974.

[44] V. V. Vazirani, Approximation algorithms. Springer Science & Business
Media, 2013.

[45] D. S. Hochbaum, Approximation algorithms for NP-hard problems.
PWS Publishing Co., 1996.

[46] C. L. Lawson and R. J. Hanson, Solving least squares problems. SIAM,
1974, vol. 161.

[47] M. Grant and S. Boyd, “CVX: Matlab software for disciplined convex
programming, version 1.21,” ../../cvx, Apr. 2011.

[48] J. Blomer, R. Karp, and E. Welzl, “The rank of sparse random matrices
over finite fields,” Random Structures and algorithms, vol. 10, no. 4, pp.
407–420, 1997.

[49] T. Migler, K. E. Morrison, and M. Ogle, “Weight and rank of matrices
over finite fields,” arXiv preprint math/0403314, 2004.

[50] D. J. MacKay, “Fountain codes,” IEE Proceedings-Communications, vol.
152, no. 6, pp. 1062–1068, 2005.


